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Abstract

In this paper single and product moments of upper record values are
studied. Some recurrence relations for both single and product moments of
upper records from linear ezponential distribution are derived. Two results
for characterization of the linear exponential through the properties of upper
records are also presented.

1 Introduction

Chandler (1952) formulated the theory of record values arising from a
sequence of independently and identically distributed continuous random
variables. Feller (1966) presented some examples of record values in gam-
bling problems, Resnick (1973) and Shorrock (1973) discussed the asymp-
totic theory of records. Interested readers may refer to the works of Glick
(1978}, Nevzorov (1987), Nagaraja (1988), Ahsanullah (1988), Arnold and
Balakrishnan (1989) and Arnold, Balakrishnan and Nagraga (1992) for re-
views on various developments in the area of record values.

Balakrishnan, Malik and Ahmed (1988) derived exact and explicit ex-
pressions for the means and product moments of order statistics from the
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linear exponential distribution. They also established some recurrence re-
lations for both single and product moments of order statistics for the same
model. Mohie El-Din et al (1997) derived expressions for the moments and
product moments of the order statistics from the doubly truncated linear
exponential distribution. They study some recurrence relation satisfied by
single and product moments of order statistics for the same distribution.
They also presented two theorems for characterizing the linear exponential
through the properties of order statistics. ’

In this paper we establish some recurrence relations satisfied by thesin-
gle and product moments of upper record values from linear exponential
distribution. These recurrence relation will enable one to obtain all the sin-
gle and product moments of all record values in a single recursive manner.
Similar results have been obtained by Balakrishnan, Ahsanullah and Chan
(1992), Balakrishnan, Chan and Ahsanullah (1993), Balakrishnan and Ah-
sanullah ((1994),(1995)) and Balakrishnan and Chan (1993) for Gumble,
generalized extreme value, generalized Pareto, exponential and Rayleigh
and Weibull distribution. It is shown here that some results of the expo-
nential and Rayleigh are deduced from the results given in this paper.

The p.d.f. and c.d.f. of linear exponential distribution are

flz)=(\+ ﬁz)e_(Az+ 1_/_25__)’ A>0,v>0,z>0 (1.1)
and .
1-F(g) =2+ 5) (1.2)
hence
: flz) = (A +vz)[1 - F(z)]. ' (1.3)

2 Relation for single moments of upper records

Let Xy(1) < Xy(z) < ... be the sequence of upper records values from
(1.1). For convenience Xy () = 0. Then the p.d.f.. of Xvm),n=1,2,...1s

1

fn(z) = i‘(_n)[_ log[1 — F(z)]]""" (=), (2.1)
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and the kth moment of upper record Xy(n) is

¥ = /m z*f.(z)dz. (2-2)
0

o= @e%; [1 = q>(%)] : 9

where &(.) is a standard normal c.d.f. .

Then

Relation (2.1):

(] — (k+1) _ 1)) o Y (k) (t+z)
(2 = k+l[“ HBn-1 ]+k+2[ n n-1 ]‘ (2'4)
A = A (b+2). 2.5
el + k+ 2” (25)

If v = 0, we have a recurrence relation between moments of upper records
from exponential distribution (Balakrishnan and Ahsanullah (1995)).

If A = 0, we obtain the recurrence relations between moments of upper
records from Rayleigh distribution.

Proof:

Using (1.3) in (2 2), we get
P

o) / 2 lglt - P40+ vl - Flalds

B (——k+1)r( 3 )1 toult = Pl 1 ~ Fi)lde""

m——) [ togl1 - F@))Pa - Fla)}d=. (29)

Integrating (2.6) by parts, the relation (2.4) is obtained.
Putting n =1 in (2.4), (2.5) is obtained.

Relation (2.2):
A v
“S";)‘ = #s‘kn) + i;Ms‘tﬂ) (2.1)
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Proof:

From (2.2), we have

LI n— vz? .
i = T(n+1) fo z¥|~ log[1 — F(a)]" ™ (Az + =) f (z)dz
A © L n-
- 'f(?IT)/o z+*[~ log[1 — F(z)]"" f(z)dz

+_2T—(;lzﬁj /;°° $k+2[_ log[l _ F(I)]"_lf(:c)d:c.

Then the relation 2 is proved.

Relation (2.3):

B = Ry _ Yk 1 k) ke2) 55
Kt (1 + n)u'n 2n(k + 2) [“n Hn-1 ] * ( ° )

CHP AW O BN G0 9
Ko ( + )/1’1 2(k+2)“1 . (2' )

Proof:

For any continuous distribution function, we have

k
P‘gﬂl - #,(f) =

T(n+1) /Ow =¥~ log[l — F()]]*[1 — F(z)dz. (2.10)

Using (1.1) in (2.10), we obtain

-l = < (nk+ 5 / " 2= log[1 — @)™ 0 + '—’;—2)[1 _ F(z))ds
k o T
RICES)] /0 z¥[~log[l ~ F(z)]]" (A + vz - l—/—z—)[l — F(z))dz
k vk B g T
= - [ 2= tog[1 - F(z)]"1 - F(z))dz.

(21)
Using (2.10) in (2.11), (2.8) is obtained.
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Putting n = 1 in (2.8) we get (2.9).

Relation (2.4):
k 1 Hn-1 n-1-r v, ntrik— 1
ul® = ) - Z (A (2) ul n>1 (2.12)

Proof:

From (1.1) and (2.2), we have

00

‘H

(k) _ n—1
s = ) Jo ()\z+ 2) f(z)dz
1 nzl - —1-r r had Ul r=
= gl T NGy [ e
n-1 -
= Ll TG

Theorem 2.1: If k is even, k > 2

kAk -2 k-2 ; X ~
W =y = T TGV RO D e - ) (233)
1 Alaard v

and
Ifkisodd, k> 2

u -, = & '”Zf( 1Y) + K = ) (2249)

Proof:

By repeatedly applying the recurrence relation in (2.4), we simply derive
the recurence relation in (2.13) and (2.14).

Theorem 2.2:

(k+1) (k+1) _ 2n(k +1) (y k+1,2n

Pl —1)u®
Ak Hni Y (k 1)“'n (215)
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Proof:
From (1.1) and (1.2), it is clear that
zf(z) = {2[~log[l = F(z)] - Az}[1 — F(z)) (2.16)
Using (2.16) and (2.1), we get -
u® = len—) [ 2~ toglt - F(@)]I" 2l loglt — F(e)] ~ el - Fl(2))ds
= EP.E(n_ / (—log[l - F(z)|]"[1 — F(z)ldz*
S EET / [~ log[1 — F(z)]]" {1 — F(z)]dz* (2.17)

Integrating (2.17) by parts, we obtain

l"" ud) -

(k+1) _ (k+1)]
n+1 .

k+1w

Hence, the theorem is proved.

3 Relation For Product Moments of Upper
Records |

The joint density of Xy(m) and Xy(n),1 _<_ m < n,m=0,1,... is given |
by

fmn(2,9) = F(?J)r(ln_—mjl“ log[1 — F(z)]]™*
|~ log[1 — F(y) + log[1 — F())]" ™™
Xl_—ﬁl%;)f(y)’ z<y. (3.1)

Then, the product moments of upper records is

piial = //sz fmn(z,v)dydz. (3-2)

We derive some recurrence relations for product moments of record values.
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Relation (3.1):
. -1 e 5 L) y
I TR TRt b SU GRS DI
#in I'(n) .'=o( oy ) Lgo( Ly L[T:O L,
" (2n+j+k—L|—L2'2)
Li+La(Y\n-1-Ly-La o 20 2 1.
XA (2) A j+2t—La ’ nE
(3.3)
Proof.
From (3.1) and (3.2), we have
. / “ / ! gy¥[— logl1 — F(y) + loglt — F(z)]"™*
T(n—-1) /o Jo
x L 12 w)deas
_1 -
= f / Lid[~ log[1 - F(y) +log[l — F(z)]" f(y)dy
(3.4)
Integrating (3.4) by parts, (3.3) is obtained.
For j =k =1,n = 2, we get
A v
i = 20 + Ll (55)
Relation (3.2):
m-1 (2m+j+k—i-1) (2m+j+k—=i)
(k) _ U m-1-1 A 1 V_#l___—
Hmme1 g( 2) [2m+j—i—1+ emij—i" %
(3.6)
Proof.

From (3.2), we have

pa) g = / / =iy~ log[l — F(z)]™™ f(;)(z)f(y)dzdy (3.7)
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From (1.3) and (3.7), we get
1 o [v ., vzt
P P Az + — Atz dzd
b = 5y fo ) Y02 T O va)f ) dady
Then, it easy to obtain (3.6).

Relation (3.3):

For the existence of the jth and (k+ 2)th product moments, are derived -
assuming their existence

Gk+1) . 0, k+1)]+

l‘l‘mn—

i (7,k+2) us;l’f:_z)] l1<m<n,n>1
(3.8)

(k) —
Homn k Pl k+2
Proof:

Using (1.3) in (3.2), we have

ik) A % ik m-1bf($)
pin = T(m)C(n — m) /o / Ty [~ loglt = F@))I™ = F(z)
X[~ log[1 — F(y)] + log[1 ~ F(2)]]"™[1 - F(y)]dydz
+m/; /:0 $jyk+1[_ log(1 - F(z)”m_l 1 ;f(;)(x) '
X[~ log[L = F(y)] + log[1 — F(z))]""™[1 - F(y)]dydz.  (3.9)

The first integral is computed as follows:

T el Py LD

/; [~ log[l - F(y)] +log(l — F(z)]" ™1 — F(y))dy**'dz.

5L

Integrating by parts w.r.t. y we obtain

L= [lierty — i (3.10)

(F+1)

Also, the second integral is given by

I = (/c + 2) [/“g',)rcfz) I-‘gr{’ﬁtll)] . (3'11)
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Substituting (3.10) and (3.11) in (3.9), relation (3.3) is obtained.
Relation (3.4):

' X g )
& 1k 8l &
ll-s,’,,,)l,,. = ;#S::.-x) + 5-"—'#&’.;1_1), 1<m<nn>1 (3.12)

Proof:

It is clear that

. 1 00 roo X v .
k) — = J+1 4 7 (5+2)y, &
Fa L'(m)T'(n —m) /o /; (Aa?" 2” Jv

X[~ loglt - F(a)||"* 220~ I (1:)(:)

x|~ log[1 — F(y) + log[1 — F(z)]]""™"" f (v)dydz, (3.13)
which gives

: Ay Voo
) — +1,k 2,
I‘S"n.u) = ;#5-’--1...)-: + Euﬁ,’\f,,,.)_l, n>m>1.

Theorem (3.1):

Gl _ e 2 e _ 20 +1 R
Hmitn — B = m#n’w)x,n = —T)(l +5o w3
Proof:

From (3.2) and (2.16), we have

M = T L [ o - @I e - P2
+log(1 . F(z)]"™'[2{~log[1 - F(z)} — Az]f(y)dy
= TG v e - F
X[~ log[1 — F(y) + log[1 - F(z)]"™™"! x dz’ f (y)dy

A = . f¥ 4
T O =T om) /o ”k/o |~ log[1 ~ F(z)]™*
x[~log[1 - F(y) + log[1 — F(z)]""™dz'*! f (y)dy.
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Integrating by parts, we obtain

(3

A
k
KEmn 'm+ln p’zn,n J +1 [/'l’m+1,n ~ HFmn

and then the theorem is proved.

For A = 0 in above theorem, we obtain

GR (14 2,0
Hmiin ( +2m)/‘m,n A

(Balakrishnan and Chan (1993), Theorem 3).

k) — 2_’?7_[Ni.k k1 7+1,n) Lk
J

h

4 Characterization of the Linear Exponen-

tial Distribution

In this section, we state and prove two theorems for characterizing the
linear exponential distribution through the properties of upper record val-

ues.

For the left truncation at z, it is clear that |

f(zU(r+1)|XU(r) = I) = T—{—(;?/‘—)(_a—:)_’ <y,

and

22
2v 27
E| Xy, R PR L L
[ u( +1)|$U( y=z|=z+ —ra)\ v (1 ¢(\/I;$ +
where ¢(.) is the standard normal distribution.

Also, from right truncation at y, it is clear that

e 1(a)
f(zvw)|Xve = y) [1- F(2)][- log[t = F(y)]]"

and

o y(3A+2wy)
ElXyw| X = y] = 6[— logll — Fl(/y)]]'

A
W)],

z <y,

(4.2)



ISSR. CAIRO UNIV, VOL., 43, NO.2, 1999

-154-

Theorem 4.1

If F(z) < 1, be a.c.d.f. of the random variable X, then

vz?
e-(,\z + ‘T) ,

F(z)=1- A>0,v>0, 0<z<oo iff

E(Xypsn)|Xvpy =z] =z + ﬁi\l’(—z)\/? [1 - d(Vvz + %)] . (4.5
Proof:

The necessity condition is proved from (4.2). To prove the sufficient
condition, from (4.1) and (4.5), we have

f, vf(y)dy = z[1 - F(z)] +e2V + \/g[l — (V= + —'\ﬁ))]

Integrating both sides w. r. t. z, we obtain

Ay
~2f(z) = ~2f(2) + [1 - F(@)] + e 2007,
Then 5
vz
1-F(z) = szt —2_)
The theorem is proved.

Theorem 4.2:

If the random variable X has a c.d.f. F(z) (0 < F(z) < 1), F(0) =0,
then

2
- vz? ’
Flz)=1-¢72F ), z>0,A>0,v>0 iff

*(3) + 2
E(XvlXve =yl = 3 4 vy)

ol - Fa 2V 49
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Proof:

The necessity part is proved from (4.4). To prove the sufficient part,
from (4.3) and (4.6), we have :

/u zf(z) :y2(3/\+2uy).
0o 1—F(z) 6

Integrating both sides w.r.t. y, we give

yf(y) 6Ay + 6vy?

y(A+v
Then
f(y)
———— = A4 vy.
1 - F(y)
The theorem is proved.
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