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Bayesia. aDd Non-Bayesian Estimation About Weibull 
Distribution Based on Upper Record Values 

Ashour, s. K. • Amin, E. A.· 

Abstnet 
This paper is concerned with some Bayesian and non-Bayesian estimation 

problem oCtile unknown parameters of the Weibull distribution based on upper record 
values. Maximum likelihood estimators and Bayesian point and interval estimators for 
the parameters from Weibull distribution based on upper record values are obtained. 
Numerical illustration and illustrative example are presented. 
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l-IDtroduetioD 
A random variable is said to have the Wei bull (8, P) distribution if its 

probability density Cunction (pdf) is given by 

l(x;8,(I,y) = 8fJ xP - Ie - 8 x
P 

and its cumulative distribution function will be 
x > O. 8 > 0, P > 0 

F(x;8,P) = I-e -8x
P 

x> 0, 8> 0, P > o. 

(1.1) 

(1.2) 

Since the hazard function of this distribution is a decreasing function when the shape 
parameter P is less than I I a constant when p equal I, and an increasing function 
when fJgreater than I. the distribution becomes suitable for the area of reliability, life 
testing and quality control (see Johnson, et al (1995». 

Let {X" ,n ~ I} be a sequence of independent and identically distributed (i.i.d) 
random variables with cumulative function F(x) and corresponding pdf I(x). Set 

Yn = max {XI ,X 2'···'X n) forn ~ I, we say X j is an upper record value of {XII)' if 

Y j + I > Y j. By definition, ~'( I is an upper record values. The indices at which the 

upper record values occur are called upper record times{U(III),III ~ O) I where 

U(O) = I and U(m) = minlj : j > U(III -I),,\" j > X U(", -I)} .Then R", = X U(m)' 

'" ~ o arc called the upper R.-cON values. 

Record values and associated statistics are of great important in several real
live problems involvina weather, economic. and sport data. The statistical study of 
record values Slarted with Chandler (1952) and has now spread in different direclions. 
Interested readen may refer to Foster and Stuart (19S4),Oalambos (1978). Dunsmore 
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(1983), Resnick (1973), Nagaraja (1988), Ahsanullah (1994) and Arnold et al. (1992, 
1998) for a review of developments in this area of research. While a lot of work has 
been done on characterizations, asymptotic theory and generalizations, not much has 
been done on statistical inference based on record values. Ahsanullah (1994) studied 
the record values based on the Weibull distribution and obtained the best linear 
unbiased estimators for its parameters. EI-Qasem (1996) used the upper record values 
to obtain the maximum likelihood estimator for the uniform, the exponential and the 
Pareto distribution with one parameter. 

Section (2) is devoted to obtain the .maximunl likelihood estimators for the 
unknown parameters of Wei bull distribution (1.1) based on the upper record values. 
Section (3) discussed Bayesian estilnation (point and interval) of these parameters 
based on upper record values. Numerical Illustration for the theoretical results will be 
presented in sections (4). 

2- Maximum Likelihood Estimation for the Unknown Parameters of 
the Weibull Distribution based on Upper Record Values 

Let X I , X 2,' .. be an infinite sequence of independent and identically 

distributed random variables having the Weibull (0, P) distribution (1.1). Consider 

RO,R1,R2, ... ,Rm represent the first (m+1) upper records from Weibull«(J,P) 

distribution~ the likelihood function based on (m + 1) upper record values 

Ro, RI , ... , Rm is given by 

( 
n, )P-I -6,P 

L(6,P) = 6'" + 1 pm + 1 . n '; e III 6.P > o. 
,=0 

(2.1) 

Taking the logarithm or the likelihood function (2.1 ) then we have 

InL GC (m + 1)ln6 + (m + 1)loP +(P -1)r1o" -6,!, . (2.2) 
;-0 

Oi fTerentiate (2.2) with respect to 6 and P respectively we get 

a In L = (m + 1) _,P 
06 6 m 

(2.3) 

and 

a In L (m + I) ~ I 6 P I (2.4) --= + LA n,· - , 0,. 
ap p ;=0' m m 

• • 
Equating (2.3) and (2.4) by zero and solving with respect to6andPthen the 

• • 
maximum likelihood estimators tJand pror 6and pwill be 

and 

.. (m + I) 
/J=------

III -I 
III In"III - r In ,.; 

;=0 

8 = (m ~ I) 
p 

,.". .. .. . 
ubtuin p and substituting p in (2.6) then o may be obtained. 
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(2.S) 

(2.6) 






















