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ABSTRAer: 

The Fuzzy C-Means Algorithms (FCMA) was applied for the 

discrimination between groups with Iron deficiency Anemia by 

artificial vision platelet counts of patient with certain measure. The 

aim of this study is to cluster, by FCMA. the measured learning and 

test data into 3 groups. The FCMA process was improved by the 

introduction of non-random initialisation of the cluster centers. The 

improved FCMA is a faster algorithms than the standard FCMA, it 

enables the investigator to test di fferent feature vector representations 

quickly, which otherwise would have been impractical. In addition the 

M~lanobis distance was used, instead of Euclidean for measuring 

the proximity of a pattern to a cluster distance. Furthennore, a 

clusification approach with a reject threshold was investiaated for 

increasing the classification performances. This was achieved by 

assigninl the patients which were lying in the fuzzy boundaries 

'letween the available classes to reject class. The initialisation method 

WIS introduced in tamI of the computation time and the percentale of 

COllect recosnition, • comparison study between Mahalanobis 
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distance and Euclidean was carried for measure the error of 

classification. It was shown that the use of the Mahalanobis distance 

improved the perfonnance in comparison to the Euclidean distance. 

the Mahalanobis distance allowed 95.7%, 95% of the learning and tesl 

sets to be correctly identified and also allowed an improvelnent in the 

correct recognition rates. A further experiment showed that the value 

of the stopping criterion E had little int1u~nce 011 the recognition rates, 

but it had a large influence on the computation time of FCMA. 

I. IDtroduetioD : 

Classification using different types of clustering techniques is 

an efficient tool for the statistics. Fuzzy clustering techniques allow an 

object to have membership in more than one cluster. The need for 

fuzzy clustering occurs when objects tend to occupy positions in the 

feature space between more clearly defined clusten. 

The classification techniques can be grouped into 2 main 

categories : supervised and non-supervised classification. In 

supervised classification, the qualitative group of each learning pattern 

has to be known during the learning process. On the contrary, the non­

supervised learning approach does not require knowledge of the labels 

of learning patterns Chtioui, ~t III. (1996). However, their 

computation time is relatively high due to a large nUlnber of iterations 

needed before the algorithm converges. 

Non-supervised learning approach is attractive because the a 

priori knowledge of the labels of the learning patterns is not always 
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