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Abstract
This study applies a back-propagation neural network to forecast

fuzzy time series. Three models are proposed; a conventional fuzzy time
series model and two hybrid models. Hybridl model uses a neural
network approach to establish fuzzy relationships in fuzzy time series and
hybrid2 model uses a neural network approach to improve forecasts from
the conventional fuzzy time series model. The daily prices of golden
pound for October 2014 were chosen as the forecasting target. The
empirical results show that the hybrid2 model outperforms both the
conventional fuzzy time series and the hybrid1 models.
Keywords: Back-propagation; Forecasting;, Golden pound; Fuzzy time
series.
1. Introduction

Numerous fuzzy time series models have been proposed in scientific
literature during the past decades. Among the most accurate fuzzy time
series models found in literature are the high order models. However the
current prediction methods have not been able to provide satisfactory
accuracy rates for defuzzified outputs (forecasts). This study, in addition
to showing how to apply the conventional fuzzy time series model, it also
shows how neural networks can be used to establish fuzzy relationships
and to improve forecasts. A fuzzy time series essentially consists of steps
such as fuzzification, the establishing of fuzzy relationships, and
defuzzification. This study has chosen a neural network to establish fuzzy
relationships in fuzzy time series, which are also nonlinear. Hence, the
rational and motivation for applying a neural network are self-
explanatory. We have followed the suggestions regarding constructing a
neural network for forecasting, including data preparation, the network
setup, and model selection and evaluation. To investigate the forecasting
capabilities of the neural network approach, we propose three models: a
conventional fuzzy time series model, a hybridl model uses a neural
network approach to establish fuzzy relationships and a hybrid2 model
uses a neural network approach to improve forecasts from the
conventional fuzzy time series model. The forecasting results of both
hybrid models are then compared with those from the conventional fuzzy
time series model. To show these things, the remainder of this study is
organized as follows. Section 2 deals with relevant theoretical aspects of
fuzzy time series. Section 3 describes the setup for the hybrid models
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using the neural network approach. Section 4 explains the empirical
results. Finally, section 5 concludes the study.

2. Fuzzy time series
Let U be the universe of discourse, whereU = {ul S T T } A fuzzy

set 4, of U is defined as 4, = 1, (u,)/u, + £, (u,)/u, +...+ 1}, (u,)/u, ,where
£, is the membership function of the fuzzy set4,; £, :U —[0,1]. u,is an
element of fuzzy set 4,; f, (u,)is the degree of belongingness of u,to 4,;
f,(u)el0,1] and 1<a<b.

Definition [1] Y ()t =...,0,1,2,..) is a subset of a real number. Let Y() be
the universe of discourse defined by the fuzzy set f,(f). If F(r) consists of
f(MGi=12,..), F() is defined as a fuzzy time series onY()(t =...,0,1,2,...).
Following Definition 1, fuzzy relationships between two consecutive
observations can be defined as follows:

‘Definition [2] If there exists a fuzzy relationship R(r-1,f), such that
F()=F(@-1)x R(t-1,t), where X represents an operation, then F(¢) is said
to be caused by F(t-1).

Definition [3] Let F(t-1)=4, and F()=4,. The relationship between
two consecutive observations, F(f) and F(t-1), referred to as a fuzzy
logical relationship (FLR), can be denoted by 4, —» 4, , where 4, is called

the left- hand side and 4, the right- hand side of the FLR. Song and

Chissom (1993) proposed a fuzzy time series model, that include the
following steps. Step 1: define and partition the universe of discourse.
Step 2: define fuzzy sets for the observations. Step 3: fuzzify the
observations. Step 4: establish the fuzzy relationship, R. Step 5: forecast
and step 6: defuzzify the forecasting results. Among these steps, the
establishing of the fuzzy relationships directly affects the forecasting
results; hence, this has become the target of many relevant studies. Chen
(1996) proposed a model based on arithmetic operations. The fuzzy
relationship was established by putting the same LHS of the FLRs
together into fuzzy logical relationship groups (FLRGs). For example,
there are FLRs with the same LHSs (4,):4, > 4,,, 4, - 4,,,... these FLRs

can be grouped into an FLRGas 4, - 4,,4,,...

3. Neural network-based fuzzy time series models

A forecasting neural network model consists of the following
steps, namely, data preparation, the neural network setup (input variable
selection, the choice of structure, the transfer function, etc.), and
evaluation and selection. In the setup, we intended to establish (or train)
the fuzzy relationships of all the FLRs and then to forecast. As in
Definition 3, an FLR is a one to one relationship. Hence, there is one

The Egyptian Statistical Journal Vol.59, No.1, 2018




The Application of Neural Networks to Forecast Fuzzy Time Series .

59

input layer and one output layer with one node each. Most forecasting
applications such as K. Hornik (1993) have used only one hidden layer
and a sufficiently large number of hidden nodes. Meanwhile, to prevent
over-fitting, a small neural network was preferred. Accordingly, we used
one hidden layer and two hidden nodes. Hence, we set up a neural
network structure as in Fig. 1. |

Input Hiddea Output
layer layer layer

" Q -

Fig. 1 . Neural network structure.
There is (are) input(s) to the node s from the node(s) r of the previous
layer, such as.,. Each connection from node r to s is associated with a

weight#,_ , representing the connection strength in between. The output of
node s; Y,, is computed as follows:

Y,=fQW,xX,-6), (1)
@)= )

where f(Z) is a sigmoid function.

We can then illustrate the proposed hybridl approach as in the
following steps.

Step 1: Defining and partitioning the universe of discourse.

The universe of discourse for observations; U, is defined according to
the problem domain, so U = [starting, ending]. After the length of
intervals, /, is determined, the U can be partitioned into equal-length
intervals u,,u;,u,,..,4,,b=1,.. and their corresponding midpoints
m,,m,,m,,....m, respectively.

Step 2: Defining fuzzy sets for observations.

Each linguistic observation, 4,, can be defined by the intervals
UyolhgsUy ety . A, = [ () 4+ [ @) uy +...+ f, (w,)/u,.

Step 3: fuzzifying the observations.

Each observation is fuzzified to a fuzzy set. In this context,
fuzzification is the process of identifying associations between the
historical values in the data set and the fuzzy sets defined in the previous
step. As in Song and Chissom(1993), an observation is fuzzified to 4, if
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the maximal degree of membership of that observation is in 4. If the

highest degree of belongingness of a certain historical time variable,
say F(t -1), occurs at fuzzy set 4,, then F(t-1)is fuzzified as 4,
Step 4: Establishing the fuzzy relationship (neural network training).
We used the back-propagation neural network to establish the fuzzy
relationships in these FLRs. For FLR, 4, - 4,, i became the input and j

its corresponding output.
Step 5: Forecasting. |
In the hybridl model we suppose that F(r-1)=4,. We set i'as the

input for forecasting. If the output from the neural network is Jj'then we
say that the fuzzy forecast is 4,. That is,
F(t)y=4,. ~ 3)

Step 6: Defuzzifying.

The defuzzified forecast is equal to the midpoint of the fuzzy forecast.
‘Suppose the fuzzy forecast of F(r)is 4,. The defuzzified forecast is
equal to the midpoint of 4,., i.e., forecast, =m,, .

In order to make comparisons that show the best way to use neural
networks in building a hybrid model to predict the daily price of golden
pound ,we introduced the hybrid2 model. Hybrid2 model uses the neural
networks approach to improve forecasts from the conventional fuzzy time
series model. We consider the forecasts from the conventional fuzzy time
series model as inputs in the neural network to get outputs that will be
improved predictions.

4. Empirical analysis'

We used the daily price of golden pound during the period from
January 2014 to October 2014 for our Empirical analysis. The data from
January 2014 to September 2014 were used for estimation (training),
while those for October 2014 were used for forecasting. We divided this
Empirical analysis to four stages as follows:
stagel: (starting with the fuzzy time series model)

This stage includes the steps from 1 to 3 in the fuzzy time series
model. The universe of discourse for observations; U, was defined as
[2056.5, 2518.32]. The length of intervals was determined as 8.2468; U
was partitioned into equal-length intervals from u,tou,,. The midpoints of

these intervals were from mto m, respectively. The intervals were set

asu, =[2056.5,2064.7468),u, =[2064.7468,2072.9936],..and the midpoints
were set asm, = 2060.6234,m, = 2068.8702 .

1. The software used were matlab and spss
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Table 1
The observation intervals

u=[2056.5 , 2064.7468]

u= [2064.7468 , 2072.9936]
u= [2072.9936 , 2081.2404]
u= [2081.2404 , 2089.4871]

us= [2089.4871 , 2097.7339]

u= [2097.7339 , 2105.9807]
u= [2105.9807 , 2114.2275]
u= [2114.2275 , 2122.4743]
w= [2122.4743 , 2130.7211]
we= [2130.721 , 2138.9679]

= [2138.9679 , 2147.2146]
ug= [2147.2146 , 2155.4614]

U= [2155.4614 , 2163.7082]
U= [2163.7082 , 2171.955]

U= [2171.955 , 2180.2018]

U= [2180.2018 , 2188.4486]
U~ [2188.4486 , 2196.6954]
U= [2196.6954 , 2204.9421]
U= [2204.9421 , 2213.1889]
U= [2213.1889 , 2221.4357]
Uy= [2221.4357 , 2229.6825]
U= [2229.6825 , 2237.9293]
Uns= [2237.9293 , 2246.1761]
Un= [2246.1761 , 2254.4229)

Each linguistic observation 4, was defined as follows:
A =10/u+05/u, +0/u; +0/u, +0/u; +0/ug+...+0/us +0/uy

A, =0/u +1/u, +0.5/u; +0/u, +0/us +0/ug +...+0/ug +0/ug

Ay =071, +0/uy +0/uy +0/u, +0/uy +0/ug +...+ 0.5/ gy +1.0/ ugg

Each observation was fuzzified to a fuzzy set according to the
maximal degree of membership of that observation. Some of the results

of this step were as in Table 2.

Table 2

Fuzzy golden pound price

|
Date _golden pound price Fuzzy golden pound price
1-Jan 2151.13 Al2
2-Jan 2186.87 Alé6
3-Jan 2214.51 A20
4-Jan 2214.51 A20
S-Jan 2208.67 Al9
6-Jan 2215.29 A20
7-Jan 2197.02 AlS8
8-Jan 2188.02 Al6
9-Jan 2198.12 AlS8
10-Jan  2228.7 A2l
11Jan  2232.64 . A22
12-Jan ~ 2232.55 A22
13-Jan  2237.11 A22
14-Jan 2223.16 A2]
15-Jan = 222041 A20
16-Jan 222149 A21
17dan  2242.23 A23
18Jan 2242.23 A23
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Continue

19-Jan 2249.81 A24
20-Jan 2245.58 A23
21-Jan 2222.44 A2l
22-Jan 2212.1 Al9
23-Jan 2258.83 A25
24-Jan 2268.39 A26
25-Jan 2270.02 A26
26-Jan 2276.4 A27
27-Jan 2247.26 A24
28-Jan 2239.54 A23
29-Jan 2265.7 A26

30-Jan  2224.81 A21

Based on the Fuzzy sets in step 3, some FLRs were established as
follows:
Al2 > A16 , A16 - A20, A20—> A20, A20 > A19 A19-—> 420, ...
Then we established fuzzy logical relationship groups (FLRGs), some of

these were as follows:
Table 3
Fuzzy logical relationship groups
Al2—— Al6
Al6 —» A20, Al8
A20 ——» A20, A19, Al8, A21
Al9 — A20, A25
Al8— Al6, A2l
A2l —> A22, A20, A23, A19, A21, A21, A21, A24
A22 —» A22, A22, A21, A24, A22, A23, A23, A24, A22, A20
A23 —> A23, A24, A21], A26, A24, A26, A22, A22, A23, A22

We can then forecast, for example, by F (6) using the fuzzy time
series (Chen’s model) as the average of the midpoints of the intervals
u, and u,since F (5) have the fuzzy set Al19. The intervals

Uy =[2213.1889,2221.4357], u,, =[2254.4229,2262.6696] with midpoints equal

2217.3123and 2258.54625 respectively, so the forecast of F (6) equal
2237.92927.

Stage 2: ( Using the back-propagation neural network to establish the
fuzzy relationships (hybridl model))

Fuzzy golden pound price obtained from stage / became the input and
output patterns for neural network training. The fuzzy set at 1-January
was considered as an input to the fuzzy set at 2-January and so on. The
data from January to September were used for training (the in-sample)
and October for forecasting (the out-of-sample). In other words, the ratio
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is about 90%:10%. One hidden layer was set up, the learning rate was
initially set at 0.2, and the momentum was set at 0.8. The output layer had
one neuron, which was the forecast value, i.e., the number of the fuzzy
set. Some of the results are listed in Table 4.

Table 4
Fuzzy golden pound price from neural network training

CINPUT _ OUTPUT
12 Yo
16 YA
20 Y.
20 Y.
19 Yo
20 Y.
18 V4
16 A
18 'q
21 o
22 YY
22 Y
22 Y
21 Y\

In order to Forecasting and Defuzzifying in this stage we first used the
forecasts of the fuzzy sets. For example, the golden pound price for 8
January was 2188.02, mapped to4,. In other words,
F(¢-1) = F(8) = 4 ,which corresponding to the input, 16, for 9 January and
the output from the neural network was 18. That is F(f)= F(9) = 4,,.
Second, we defuzzifying the forecast. The defuzzified forecast is equal to

the midpoint of the fuzzy interval. For  example,
F(9)= A“;‘he_fouw' =m =YY. o.A\AVO,

Stage 3: ( Using the back-propagation neural network to improvement
the Forecasts from Chen’s model (hybrid2 model))

In the hybrid2 model, we treated the obtained forecasts from Chen’s
model as inputs in neuralmetwork model. The neural network was trained
using Chen’s outputs (Z,,q,).

There were two neurons in the input layer; the forecast value Z,, and
residual value g,. The neural network structure is characterized by a

Qetwork of three layers of simple processing units connected by acyclic
links (Fig. 2).
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Predicte

Residual

Fig. 2. Structure of the best fitted network
The forecasting results from these two hybrid models were then

compared with those from a fuzzy time series model, Chen’s model. For
evaluation purposes, the forecast error and root mean squared error
(RMSE) were used to measure performance:

error, = |actual, - forecast,),

Where there are c forecasts.

The obtained outputs from the hybrid2 model was actually improved
forecasts as well. The comparison between the forecasts obtained from
the conventional fuzzy time series model; Chen’s model, and the two
proposed hybrid models show that the proposed two hybrid models
outperform the conventional fuzzy time series model; Chen’s model.
Table 6 shows these results.
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Table 5

The forecasts from the proposed models

Hybrid 2

sndsl Hybrid 1 model Chen’s model
forecasts | forecasts fuzzy sets forecast fuzzy golden. Date
set pound price
2228.63 | 2217.312 \K 2213.19 A2l 2228.21 1-Oct
2230.7 | 2225.559 Y\ 2229.68 A22 2230.89 2-Oct
2193.71 | 2233.806 Yy 2233.81 Al6 2187.77 3-Oct
2194.22 | 2200.819 YA 2209.07 Alé6 2187.77 4-Oct
2203.13 | 2200.819 VA 2209.07 Al8 2198.84 5-Oct
2217.73 | 2209.066 4 2204.94 A20 2215.87 6-Oct
2224.81 | 2217.312 Yo 2213.19 A2l 2224.02 7-Oct
2246.23 | 2225.559 Y\ 2229.68 A24 2247.28 8-Oct
2246.49 | 2250.3 Vi 2247.55 A24 2248.02 9-Oct
2246.13 | 2250.3 V¢ 2247.55 A24 2247.65 10-Oct
2246.13 | 2250.3 V¢ 2247.55 A24 2247.65 11-Oct
2264.55 2250.3 Y¢ 2247.55 A26 2266.21 12-Oct
2268.16 | 2266.793 Y1 2250.3 A26 2269.84 13-Oct
2256.6 | 2266.793 AR 2250.3 A25 2258.37 14-Oct
2276.26 | 2258.546 Yo 2258.55 A27 2277.93 15-Oct
2272.96 | 2275.04 vy 2269.54 A27 2275.02 16-Oct
227296 | 2275.04 Yy 2269.54 A27 2275.02 17-Oct
2272.87 | 2275.04 Yy 2269.54 A27 2274.93 18-Oct
2271.11 | 2275.04 Yy 2269.54 A27 2273.22 19-Oct
2287.7 | 2275.04 Yy 2269.54 A29 2289.17 | 20-Oct
2290.18 | 2291.533 AR 2291.53 A29 2292.10 21-Oct
2278.89 | 2291.533 Y4 2291.53 A28 2281.32 22-Oct
2258.7 | 2283.287 YA 2291.53 A25 2261.55 23-Oct
2259.17 | 2258.546 Yo 2258.55 A25 2261.16 24-Oct
2259.17 | 2258.546 Yo 2258.55 A25 2261.16 25-Oct
2252.79 | 2258.546 Yo 2258.55 A25 2254.74 26-Oct
2251.01 | 2258.546 Yo 2258.55 A24 2252.93 27-Oct
2255.51 | 2250.3 Y¢ 2247.55 A25 2257.20 | 28-Oct
2225.64 | 2258.546 Yo 2258.55 A2] 2226.12 29-Oct
2207.53 | 2225.559 \A 2229.68 AlS8 2204.67 30-Oct
2171.25 | 2209.066 " 2204.94 Al3 2156.23 31-Oct
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Table 6
Comparison of models performance

The proposed model | RMSE
Chen’s model 18.243
hybird model 1 16.94
hybird model 2 3.631

The forecasts from all of the proposed models are depicted in Fig. 3
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' 2,100.00 | —-
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e price  emmmmchen ewmsshybridl —eshybrid2

Fig. 3 Comparison of forecasts for October

8. Conclusions

This study has applied a back-propagation neural network for two
purposes; first, to assist in fuzzy time series modeling, second, to improve
forecasts. We have compared the forecasting results with a conventional
fuzzy time series model, i.e. Chen’s model to demonstrate the superiority
of the proposed models. Actually, we have proposed two hybrid models
for forecasting. The first model, hybridl model, applied neural networks
to establish the fuzzy relationships and so we made Forecasting and
Defuzzifying as stage 2. The other hybrid model, hybrid2, treated the
obtained forecasts and residuals from Chen’s model as inputs in a neural
network to get improved forecasts. As a result, the hybrid2 model
outperformed the hybridl model as well as the conventional fuzzy time
series, Chen’s model.
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