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Abstract: Airborne illnesses like chickenpox, influenza, and COVID-19 pose a major risk 

to public health since COVID-19 has killed about 7 million people. Wearing face masks has 

therefore become mandatory and significant. To prevent the spread of certain illnesses, 

particularly in healthcare institutions such as hospitals. This study introduces a scalable 

deep convolutional neural network (DCNN)--based face mask monitoring system that is 

better than manual surveillance, particularly in high-density settings. This study offers 

three methods: First, the pre-trained algorithms model, which included seven different 

algorithms and was optimized with hyperparameters to find optimal settings; the Dark-

net-53 algorithm performed the best among them, achieving an accuracy of 97.5%. The 

second was a customized DCNN model that achieved 96.4% accuracy in binary mask 

detection. The last suggested system is a hybrid model that improves the accuracy and 

stability of the model by using pre-trained algorithms as classifiers and a DCNN as a 

feature extractor. AlexNet and Darknet-53 were tested as classifiers in our study; Dark-

net-53's accuracy was 98%. 

Keywords Airborne Diseases, Deep Convolution Neural Network, Pre-trained Algo-

rithms. 

 

1. Introduction 

Recently, the spread of airborne diseases and epidemics has increased and caused many deaths all over the 

world. The airborne disease is caused by the spreading of viruses, bacteria, or fungi by a microorganism 

through the air. These can be transferred from one to another by sneezing, coughing, talking, spraying liquid, 

etc., and the particles that spread from the infected source can be suspended in the air for a while. As time went 

on, novel diseases arose that had not before occurred, such as COVID-19 in late 2019, which, according to WHO 

estimates, killed over 7 million people worldwide [1]. Before COVID-19 appeared, there were around a billion 

cases of seasonal influenza annually, causing 290,000 to 650,000 respiratory deaths annually [2]. Besides air 

pollution, which leads to many diseases and deaths, wearing a face mask is not welfare anymore; it comes from 

health care precautions, especially in places that are the source of epidemics, like hospitals, in addition to 

crowded areas like airports, schools, etc. and some governments make wearing a face mask in some places ob-

ligatory to reduce the risk of catching the virus [3]. We use a deep convolutional neural network to replace la-
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bor-intensive, scalable manual surveillance methods, particularly in high-density environments, to improve the 

Face Mask Smart Monitoring System. We use the most powerful tool for visual tasks like face mask detection 

and recognition, which is the Deep Convolutional Neural Network (DCNN) algorithm, which has a variety of 

algorithms and architectures used in this task. So, we try three different methods to get the most accurate and 

effective technique and algorithm. On a huge dataset to make it simulate the real world with different poses, 

contrast, and lightness, as well as different shapes of face masks, as there are a lot of face mask types, and the 

most popular are N95s, cloth face masks, surgical masks, and face shields. So, the publicly available dataset has 

effective rules to make smart system models more realistic. This paper presents an extensive analysis of this 

research issue and is divided into several sections. The paper's second section discusses related works that were 

considered with the same problem, as well as the approaches they used. The third section explains the materials 

and preprocessing steps applied and used in this work, along with the methodology implemented, such as the 

architecture and learning algorithm and the effective hyperparameters. Also, the system the process was tried 

on, the evaluation metrics, and the results alongside the model summary are all explained in the fourth section. 

The fifth section concludes and summarizes the work, and the sixth section talks about our future work, our 

passionate steps, and the goals set for the upcoming advancements. Finally, the list of references and sources we 

use in the citation. 

2. Related Work 

Face masks were one of the safety precautions that reduced the airborne diseases prevalence. So, wearing a 

face mask is recommended by the World Health Organization to control the infection rate and prevent rapid 

spread in the absence of effective antivirals and limited medical resources and in the presence of new airborne 

diseases that cause many deaths every few years, as well as the common influenza diseases do. In addition to 

the development of artificial intelligence and its role in the image processing field and classification and pre-

diction tasks, it has become a notable topic since the 1990s [4]. Traditional machine learning (ML) approaches 

are used by many facial and object identification systems to improve network training and produce higher 

performance than earlier models. Face masks have become widely used, making it difficult for traditional faci-

al recognition surveillance systems that rely on full-face visibility to reliably identify people. IoT devices, such 

as security cameras, can be used in conjunction with specific algorithms and technologies to enable 

masked-face recognition, which allows people to be identified and verified even when they are wearing masks 

[5]. This section summarizes the numerous studies that have been published on the topic of face mask detec-

tion. It focuses on recent studies that have employed DL for similar purposes. In AI-Based Monitoring of Dif-

ferent Risk Levels in the COVID-19 Context, Melo et al. [6] developed a CNN model to monitor COVID-19 risk 

levels by detecting the presence of face masks and taking body temperature. The model was pre-processed us-

ing synthetic data generation techniques and a large dataset to ensure that it had images in every possible cir-

cumstance. It was trained using ResNet-50-based key point detector and YOLOv5 for object detection. The 

system detects masks, spectacles, and caruncles with precisions of 96.65% and 78.7%, respectively, using ther-

mal imaging. Its average accuracy at identifying masks in RGB images is 82.4%. 

Two distinct datasets—AIZOO and Mola RGB CovSurv—are used for training and testing the model in the 

paper Face mask identification based on algorithm YOLOv5s [7]. The authors propose a smart method to de-

tect face masks using YOLO v5, and the accuracy they achieved was 80.5%. 

This paper, "Face Mask Detection using Deep Convolutional Neural Network and Multi-stage Image Pro-

cessing [8], presents a comprehensive face mask detection system leveraging deep learning and image pro-
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cessing techniques. The proposed system uses a custom-designed CNN model along with a four-stage image 

preprocessing pipeline to enhance detection accuracy, and they achieved 97.25% accuracy. 

Loey et al. [9] utilized YOLOv2 in conjunction with ResNet-50 to identify medical face masks; they divided the 

dataset into 90% for validation and 10% for testing, combining the Medical Masks Dataset (MMD) and Face 

Mask Dataset (FMD) for feature extraction and detection, respectively. The Adam optimizer was used to 

maximize the model's performance, and the result was an average precision (AP) of 81% for the detection of 

medical face masks. The study presents the RRFMDS (Rapid Real-Time Face Mask Detection System), an au-

tomated solution designed to monitor face mask compliance in real time using video feeds from CCTV camer-

as. Utilizing a Single-Shot MultiBox Detector (SSD) for 17 face detections and a fine-tuned MobileNetV2 model 

for mask classification, the system effectively identifies faces with or without a mask. Trained on a custom da-

taset of 14,535 images [10], the accuracy achieved is 97%. 

The study introduces the RILFD (Real Image-based Labelled Face Mask Dataset) [11], which includes real im-

ages annotated with labels "with mask" and "without mask." The face mask detection system, ResNet Hy-

brid-Dilation-Convolution Face-Mask-Detector (RHF), is presented in this research, which makes use of hybrid 

dilation convolutional networks. To train and assess the model, the authors created the Light Masked Face 

Dataset (LMFD) and the Masked Face Dataset (MFD). By improving the convolutional kernel's perception, the 

hybrid dilation convolution network resolves problems with image discontinuity. The RHF model achieves 

better identification results with a mean Average Precision (mAP) of 93.45% while requiring a much shorter 

amount of training time than ResNet50. This study emphasizes the system's effectiveness in identifying masks 

in a variety of scenarios, highlighting its practicality. 

3. Materials and Methods 

In this study, we utilized the dataset provided by Mendeley Dataset [12]. This dataset is generated by Melo, 

César, et al. They generated a dataset for robust and dependable models to be generated, the amount of data 

utilized is another important consideration. It became necessary to create a technology that could create syn-

thetic images. This tool was created to allow a large range of masks to be applied to publicly available datasets 

to have a variety of mask, The samples were taken from existing datasets such as Celeba [13], Coco [14], Helen 

[15], IMM [16], Wider [17], and Group Images [18], increasing sample diversity and enhancing training quality. 

Valuable due to its extensive range and diversity. It includes a large collection of images with various poses, 

image qualities, different contrast, lightness, etc., which are essential for robust and comprehensive analysis. 

The dataset encompasses both group images and images of people, providing a versatile array of data for 

training and testing machine learning models. Besides, the images are captured in different settings and condi-

tions, improving the dataset's capability for use in real-world circumstances. Moreover, the dataset is freely 

accessible. By leveraging this dataset, we were able to achieve more accurate and generalized results in my 

project. It consists of 37469 images of people with masks and 19957 images of people without masks, so the 

total of the images was 57426 images after filtering them. Figure 1. displays samples of the dataset, showing a 

sample of images of a group of people, and a sample of images containing only individual people. 
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Figure 1. Samples from Mendeley Dataset (a) samples of images of a group of people (b) samples of images of 

a person [12]. 

 

3.1 Preprocessing 

In this paper, first, we separate the dataset into images with groups of people and images with only one person 

in them. The basis for many face-related technologies, including face recognition and verification, is face detec-

tion. The Viola-Jones method, which was first presented in 2001, is used in this procedure to recognize faces in 

pictures. Grayscale photos are used by this technique, which is well known for its efficiency in real-time face 

detection. This algorithm uses Haar-like features that are used in a cascade of classifiers to improve detection 

speed, and it performs well in real-time face-detection images or videos [19]. Then it works with great effi-

ciency and extracts faces from images each face alone and saves it to detect whether the face is with or without 

a mask. Then because images have varying dimensions, they must be resized to a certain dimension. Every 

image was scaled to 500×500 pixels. Third, Figure 2. indicates that images were cropped to an appropriate di-

mension. 

 

Figure 2. Images after crop and resized 

 

All prior preprocessing procedures are shown in Figure 3. In practice, the segmentation stage had an unfa-

vourable effect on classification accuracy and system performance, therefore we skipped it to achieve better 

results. 

 

 
Figure 3. Preprocessing Steps of the Dataset Images 
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3.2 Model Architecture  

The goal is to determine which of the three suggested model systems is the most accurate and effective. There-

fore, we implemented three suggested systems: the first used a customized CNN architecture, the second used 

seven pre-trained algorithms, and the third is a hybrid model system that uses a customized CNN architecture 

to extract features and then pre-trained algorithms as classifiers that learn from the network and extracted 

features. And Figure 4. shows the general architecture of the suggested face mask detection system. The sys-

tem is intended to assess and contrast three distinct model architectures: a hybrid model that combines the two 

methods, a customized Convolutional Neural Network (CNN), and several pre-trained algorithms.   

 

 

Figure 4. System Model 

 

3.2.1 First proposed model system 

Our first proposed model is a customized deep convolution neural network system model, CNN is an effective 

method for acquiring and analyzing the data by combining basic characteristics like edges and curves to create 

complex features map, Convolutional, nonlinear pooling, and fully connected layers are some of CNN's hid-

den layers [20]. First, we divided the dataset into 80% for training and 20% for testing the model. Images are 

resized to 224x224 pixels for compatibility with the input layer, we use five convolutional layers. To detect and 

analyze different degrees of features, from edges to extremely complex patterns, it begins with an image input 

layer and proceeds through five convolutional layers with increasing filter sizes (32, 64, 128, 256, 512, and 

1024). Each convolutional layer is paired with batch normalization and ReLU activation which plays a crucial 

role in introducing non-linearity into the network It also helps in modulating the data passing through the 

network in a controlled manner. Besides helping in controlling gradients avoid issues like vanishing or ex-

ploding gradients. Each convolutional block is followed by a max-pooling layer, which lowers computational 

overhead and spatial dimensions, after that, there is a fully linked layer with 1024 units and dropout regulari-
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zation to avoid overfitting. A SoftMax layer for classification comes after the final fully connected layer, which 

has two units for the two classes ('with mask 'and 'without mask '). Stochastic gradient descent with momen-

tum (SGDM) is used in training, with a maximum of 20 epochs, a mini-batch size of 128, and a lower learning 

rate to improve convergence. The validation set is used to assess the network's performance after it has been 

trained on the augmented training set. Accuracy and sensitivity (true positive rate) are displayed to gauge the 

model's efficacy in picture classification tasks. 

3.2.2 Second proposed model system 

Convolutional Neural Networks (CNNs) have evolved significantly in pre-trained Algorithms inception, 

leading to various architectures tailored for different tasks and efficiency levels. So, we tried seven pre-trained 

algorithms (Alexnet, Squeeznet, YOLOV5, Googlnet, Resnet 50, Darknet 53, and EfficientB0) to get a more ac-

curate model between them. These models were tested and worked as feature extractors and classifiers. We 

first upload all the datasets we have prepared before by separating them into two classes mask and unmask 

and converting all images to a jpeg extension. Then the dataset was split into 80% for training the model and 

20% for testing it. Then ran the network, the network's convolution layers began to extract features and gather 

the information that the final learnable and classification layers used to classify. Then the function systemati-

cally identifies the learnable and classification layers that need to be replaced. Preserving the fundamental sta-

bility of the network. The first layers' learning rates are set to zero. This speeds up the process and eliminates 

the need for significant retraining by preserving the important properties that were learned during the 

pre-trained network's first training. In addition to using data augmentation to improve the network's capacity 

to generalize to fresh, untested data, avoid overfitting, and raise the model's overall performance. Also, we set 

hyperparameters as mini-batches setting to 64, epochs 5 and the initial learning rate to 1e-6, This ensures that 

the network is trained efficiently and effectively. Finally, the model classifiers classify the test data compute 

the confusion matrix and calculate the evaluation metrics. 

3.2.3 Third proposed model system 

After testing the customized Deep convulsion neural network model and pre-trained algorithms, we devel-

oped a hybrid system consisting of two sections which is known as Transfer Learning with Feature Extraction. 

In this approach, a custom CNN is trained to extract meaningful features from the data, and these features are 

then fed into a pre-trained model or classifier for the final classification task. So, the first part is trained images 

by CNN architecture and then extracting features from the trained network and training a classifier on these 

extracted features for classification. We use this model to get benefit from both CNN and pretrained algo-

rithms and make the most of them. Algorithms to get the highest accuracy, more stability and less loss. To de-

termine the best performance, we examined them before by setting the most effective hyperparameters and 

then we used the most effective algorithms as a classifier.  

First, we employ CNN architecture consisting of an input layer specifying the size 227 x 227 pixels with 3 

channels RGB so first, we resized images to fit the size and converted greyscale images to RGB and split them 

80% for training and 20% for testing. We tried using the augmentation technique, but we got lower accuracy 

and a slower process, so we have dispensed. We use three convolution layers to extract the feature map, and 

we use the RELU function for the convolution layer and one for the fully connected layer. In pooling we pre-

ferred using max pooling with 2 strides and pool size 2 x 2. and we used two fully connected layers, one with 

256 output neurons and the other with several neurons equal to the number of classes in the training dataset. 

SoftMax is applied and the final classification layer and we adjust the hyperparameter max epochs 7, And the 

initial learning rate ant 0.01, then extract test and train labels and the trained network and save them.  
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Second, we trained the classifier using pre-trained algorithms on the pre-extracted features from a pre-trained 

network and evaluated its performance on a test set. This strategic approach bypasses the computationally in-

tensive process of retraining a CNN from scratch, instead capitalizing on feature representations already 

learned from a vast dataset. We apply different classifiers: Alexnet and Darknet, and the architecture (`layers`) 

is configured to accept these pre-extracted features for those different classifiers, adapting input dimensions 

accordingly to seamlessly integrate with the transferred knowledge. Training is streamlined using `train Net-

work`, where the emphasis lies on fine-tuning the classifier to learn discriminative patterns specific to the tar-

get dataset, ensuring effective generalization and performance. Setting the perfect parameters that fit each 

classifier and extracting a confusion matrix to compute metrics such as accuracy, sensitivity (Recall), and speci-

ficity, provide us with comprehensive insight into the classifier's efficacy and make it possible to compare be-

tween classifiers' accuracy and losses too.  

We proposed this method not only to accelerate model development but also to get higher accuracy and stabil-

ity and enhance its adaptability across diverse domains and datasets, where precise and reliable classification 

is pivotal for decision-making and automation tasks. 

4. Results 

4.1 System implementation 

The frameworks that have been implemented have been tested and reviewed on the following software and 

hardware configurations:  

• Processor Intel(R) Core (TM) i7-6820HQ CPU @ 2.70GHz, 2701 MHz, 4 Core(s), 8 Logical Processor(s).  

• Operating system: Windows 10 Pro.  

• Installed RAM: 16.0 GB (15.9 GB usable).  

• System type: 64-bit operating system, x64-based processor.  

• Compiler: MATLAB R2020b. 

4.2 Evaluation metrics  

The research employs various metrics to evaluate the performance of a classification model on automatic im-

age classification using machine learning. The traditional accuracy metric may not be sufficient if the distribu-

tion of class labels is imbalanced. Precision-recall metrics are especially useful when dealing with highly im-

balanced classes as it can simply guessing the majority class for all but a few instances, and performing poorly on 

the minority class, in imbalanced datasets (when one class has a much higher number than the other). So 

thus metrics are typically recommended, where precision measures the ability of the model to identify relevant 

data points while recall measures the ability of the model to find all relevant cases. Furthermore, the confusion 

matrix is a suitable method for summarizing the performance of a classification algorithm in the context of 

imbalanced classes [21][22]. 

The subsequent equations are commonly employed metrics in the field of machine learning. In these metrics: 

• True Positive (TP): an outcome where the model correctly predicts positive values.  

• False Positive (FP): is an outcome where the model incorrectly predicts the positive values. 

• False Negative (FN): is an outcome where the model incorrectly predicts the negative values. 

• True Negative (TN): is an outcome where the model correctly predicts the negative values.   

Accuracy: this metric measures how the classifier predicts correctly all the classes to the total number of in-

stances. 
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Recall (sensitivity): it is also called true positive Rate It calculates the percentage of real positives in a classifi-

cation problem that are genuine positives. This measure shows how consistently the model labels positive 

units in the dataset. 

        
  

     
                                                               

Precision: determines the percentage of true positives in a classification issue relative to all positive predic-

tions. This score shows how reliable the model is at classifying a person as positive. 

           
  

     
                                                       

Specificity (or true negative rate, TNR): This metric measures the ratio of correctly predicted negative cases to 

all actual negative cases.  

             
  

     
                                                    

F1-Score combines the precision and recall scores of a model. F1-score is especially useful when dealing with 

imbalanced datasets where one class has significantly more samples than the other. 

           
                

                
                      

Confusion Matrix: The most comprehensive performance metric for a classification model is the confusion 

matrix, represented in Figure 5. which provides an in-depth analysis of the model's behavior. In the case of a 

binary classifier, the confusion matrix displays a matrix that helps to evaluate the model's overall performance. 

The rows of the matrix correspond to the model's predictions, whereas the columns correspond to the true la-

bels of the data samples. By analyzing the confusion matrix, we can gain insight into the model's strengths and 

weaknesses, which can guide us in refining further training to improve the model [23]. 

 

Figure 5. Confusion Matrix [23] 

4.3 Training and Results  

In this section, we show and discuss the findings and parameters we utilized in the three proposed methods 

and techniques. In the first proposed technique, we utilized a CNN model and in the second proposed system, 

we tried seven pre-trained algorithms including Alexnet, Resnet-50, Draknet-53, YOLOV5, Squeeznet, Goog-

lnet and Efficientb0.and the last proposed system is we deployed an in third system that In is s hybrid In sys-

tem combining CNN for feature extraction and a classifier for final classification. The hybrid system utilized 

the advantages of both CNNs and pre-trained algorithms to achieve higher accuracy, stability, and lower loss. 

After extracting features and labels from the trained network, we trained classifiers (AlexNet, and DarkNet) on 

these features, evaluating their performance on a test set. The hybrid system demonstrated that using a CNN 

for feature extraction followed by a classifier for final classification can effectively leverage pre-trained algo-
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rithms, resulting in higher accuracy and stability. The most effective parameters were determined through ex-

tensive experimentation, and the model's performance was assessed using confusion matrices to compute met-

rics such as accuracy, sensitivity (recall), and specificity. Overall, this approach accelerates model develop-

ment, enhances accuracy, and improves adaptability across diverse domains and datasets, making it suitable 

for tasks requiring precise and reliable classification. The methodologies proposed in this study can signifi-

cantly contribute to practical applications in face mask detection and other image classification tasks, offering 

valuable insights and potential for future research. 

 

4.3.1 The First Proposed System 

We proposed a CNN model to classify the images into two classes, first, we uploaded the dataset and split it 

into 80% for training which is equal to 45940, and 20% for testing which is equal to 11485, then the images 

resized to 224 x 224 pixels with 3 RGB Channels, the model system composed of Six convolutional layers with 

filters of sizes 32, 64, 128, 256, 512, and 1024, each with a 3x3 kernel size and 'same' padding and each convolu-

tion layer followed by batch normalization layer and ReLU activation function, max pooling layer and A fully 

connected layer with 1024 neurons followed by a ReLU activation and a dropout layer with a 0.6 dropout rate 

to prevent overfitting. Then the output layer was a fully connected layer with 2 neurons, followed by a Soft-

Max layer to convert the outputs to probabilities. The network was trained using Stochastic Gradient Descent 

with Momentum (SGDM), and Figure 6. presents the accuracy and loss curves that observed during the train-

ing process of the proposed CNN model. The graph shows a stable improvement in accuracy over successive 

epochs, proving that the model’s has ability to learn and generalize effectively. Simultaneously, the loss func-

tion shows a continuous decline, indicating that the network is successfully minimizing classification errors. 

The convergence of the training and validation curves shows that the model does not suffer from overfitting 

and is well-optimized for real-world deployment. The CNN model achieved an accuracy of 96.4%, with a sen-

sitivity of 92.68%, proving its effectiveness in distinguishing between masked and unmasked individuals. 

 
Figure 6. Accuracy and Loss During the training process by the proposed CNN 

 

4.3.2 The second Proposed System 

Pre-trained models that were examined are Alexnet, Squeeznet, Resnet-50, Efficientb0, YOLOV5, Googlenet 

and Darknet-53. These models were tested and worked as feature extractors and classifiers. We first uploaded 
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all the datasets we have prepared before by separating them into two classes mask and unmask and converting 

all images to jpeg extension. Then the dataset was split into 80% for training the model and 20% for testing it. 

Then ran the network, the network's convolution layers began to extract features and gather the information 

that the final learnable and classification layers used to classify. Then the function systematically identifies the 

learnable and classification layers that need to be replaced. This ensures that the network's final layers are ap-

propriate for the new classification task, maintaining the integrity of the network's structure. We set the learn-

ing rates of the initial layers to zero. This preserves the valuable features learned during the original training of 

the pre-trained network, reducing the need for extensive retraining and speeding up the process. in addition to 

applying data augmentation to enhance the network's ability to generalize to new, unseen data and prevent 

overfitting and improve overall the performance of the model. Also, we set hyperparameters as mini-batches 

setting to 64, epochs 5, and initial learning rate to 1e-6, This ensures that the network is trained efficiently and 

effectively. Finally, the model classifiers classify the test data compute the confusion matrix and calculate the 

evaluation metrics. Figure 7. presents a comparative analysis of the accuracy of the pre-trained algorithms 

used in this study. Among the seven tested models, Darknet-53 achieved the highest accuracy of 97.51% and 

stability as shown in figure 8. While, Other models, such as ResNet-50, AlexNet, and GoogleNet, also per-

formed well, with accuracy values exceeding 96%, but slightly below Darknet-53. On the contrary, YOLOv5 

and EfficientNet-B0 get the lowest accuracies at 69.4% and 54.1%, respectively, indicating their limitations in 

this specific classification task. This comparison highlights Darknet-53 as the most effective pre-trained model, 

making it a suitable model system for integration into the hybrid system to enhance classification accuracy and 

overall model stability. and in Table 1 the comparison between all pre-trained algorithms we apply with their 

accuracies, precisions, and f1-score. 

 

Figure 7. Accuracy comparison chart among pre-trained Algorithms. 

 

Table 1. The performance of the pre-trained models and the best values are shown in bold. 

Algorithm Accuracy Precision F1-Score Sensitivity Specificity 

Darknet-53 97.51% 97.95% 96.35% 94.81% 98.94% 

Alexnet 96.76% 97.3% 95.2% 93.23% 98.64% 

EFFICIENTB0 

YOLO V5 

SQUEEZNET 

RESNET-50 

GOOGLNET 

ALEXNET 

DARKNET-53 

Pre-Trained Algorithms 
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Googlenet 96.64% 97.09% 95.06% 93.11% 98.51% 

Resnet50 96.02% 98% 94% 90.37% 99.025% 

Squeeznet 94.68% 93.49% 92.24% 91.03% 96.62% 

YoloV5 69.4% 83.7% 74.3% 67% 74.1% 

Efficient-B0 54.096% 36.41% 45% 42.99% 60% 

 

 

Figure 8. Accuracy and Loss During the training process by the Darknet algorithm 

 

4.3.3 The Third Proposed System 

After the two proposed systems that we have discussed, we proposed a new hybrid system to take the benefits 

from both Models, so we use CNN as a feature extractor along with the pre-trained algorithms as a classifier to 

increase the accuracy and stability of the model system. Som the CNN model which we use as a feature ex-

tractor build of convolutional layer with a 3x3 filter and 256 filters, ReLU activation function also SoftMax at 

the output layer, 2 layers of max pooling in addition to one fully connected layer, Adaptive Moment Estima-

tion (adam) is better as optimizer as it adjusts the learning rates for each parameter dynamically, which helps 

in converging faster and avoiding issues like vanishing or exploding gradients. We try augmentation but it 

gives us lower accuracy, so we ignore using this technique as the dataset is enough. After training the model 

then extracts test and train labels and the trained network and uses them to be the input for the pre-trained 

algorithm as Alexnet or Darknet.    

4.3.3.1 CNN-Alexnet  

We load the trained network and the extracted features and labels as input to the alexnet model. We retain all 

layers except the last three layers which are responsible for image classification and add a new fully connected 

layer equal to the number of the classes in the trained network and a new softmax and classification output 

layer. Then the Alexnet network uses the trained network and labels with specified layers and options for op-

timal performance and a more stable model.  

The accuracy we get from CNN-Alexnet is 97.74%. 
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4.3.3.2 CNN-darknet 53  

We load the trained network and the extracted features and labels as input to the darknet model. We retain all 

layers except the last three layers and darknet 53 (YOLOV3) has a complex structure with residual connections, 

we need to ensure that the final layers are correctly replaced and connected. Which are responsible for image 

classification and add a new fully connected layer equal to the number of the classes in the trained network 

and new SoftMax and classification output layer and choose an appropriate layer for feature extraction Then 

train the darknet-53 network using the trained network and labels with specified layers and options for opti-

mal performance and more stable model. And Figure 9 illustrates the CNN-Darknet53 hybrid model's system 

accuracy and stability throughout training by displaying the accuracy and loss curves. To improve stability 

and accuracy, this model combines a CNN as a feature extractor with Darknet-53 as the last classifier, as we 

mentioned before. and the curve indicates that there is a steady increase in accuracy over epochs, indicating 

that the model is effectively learning features from the dataset. and the loss curve shows a consistent decline, 

confirming that classification errors are being minimized throughout the training process. The CNN-Darknet53 

model achieved the highest accuracy of 98.20%. This improvement highlights the advantage of combining 

CNN feature extraction with a powerful classifier like Darknet-53, ensuring a more robust and efficient face 

mask detection system and the confusion matrix for this method is shown in Figure 10 providing a detailed 

evaluation of its classification performance. The matrix visually represents the number of correctly classified 

masked and unmasked images, as well as misclassifications. The high values in the diagonal entries indicate a 

strong ability to accurately differentiate between the two categories. 

 

Figure 9. Accuracy and loss during the training process by CNN-Darknet 

 

Figure 10.Confusion matrix for CNN-Darknet 
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Table 2. The performance of the hybrid models and the best values are shown in bold and underlined. 

System model Accuracy Precision Sensitivity Specificity F1-score 

CNN-Alexnet 97.74% 98.34% 99.18% 96.89% 98.167% 

CNN-Darknet53 98.00% 98.42% 98.33% 97.07% 98.38% 

From the above table 2. The proposed system models which extract features by a built-up system using CNN 

and then apply Alexnet and Darknet -53 are more accurate and stable. 

5. Conclusions 

In this study, we must improve the facemask detection system's efficacy because it is crucial in the age of air-

borne illness transmission and the rise in disease-related fatalities. We investigated the efficiency of facemask 

detection using three suggested techniques to facilitate surveillance, particularly in congested areas like hospi-

tals. AlexNet, DarkNet-53, ResNet-50, GoogleNet, SqueezeNet, YOLOV5, and EfficientNet-B0 were the seven 

pre-trained algorithms used in the first technique. DarkNet-53 performed the best, with an accuracy of 97.51%. 

The second technique used CNNs to customize a system model, which has a high sensitivity and 96.4% accu-

racy. By integrating a CNN for feature extraction with a pre-trained algorithm as the classifier for final predic-

tions, we created a third hybrid system model. The advantages of CNNs and pre-trained algorithms are used 

in this hybrid technique to improve accuracy and stability and reduce loss. We use classifiers like AlexNet or 

DarkNet after removing features and labels from the trained network. The outcomes showed that using a CNN 

for feature extraction and then a pre-trained classifier substantially boosts performance, attaining the highest 

accuracy and stability. Overall, this method is appropriate for tasks requiring accurate and trustworthy classi-

fication since it speeds up model construction, improves accuracy, and increases adaptability across various 

domains and datasets. The approaches put forward in this paper have the potential to greatly advance re-

al-world applications in picture classification tasks, such as face mask recognition, while also providing in-

sightful information and avenues for further investigation.  
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