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Study Summary: 

he present study aimed to investigate the effects of test length, the number of 

response alternatives, and different sample sizes on the accuracy of individual 

ability estimates and item parameters based on Item Response Theory (IRT). The 

researchers generated sample data using the "WinGen" software, considering various 

sample sizes ranging from 500 to 2000, different test lengths (ranging from 30 to 50 

items), and multiple response formats (three-, four-, and five-option items). 

The key findings indicated that the accuracy of ability estimation, as well as the 

accuracy of the difficulty and discrimination parameters, was not affected by test 

length. However, the guessing parameter was influenced by test length. Additionally, 

the accuracy of the theta (θ) parameter was higher with four- and five-option items. In 

contrast, the discrimination, difficulty, and guessing parameters were not affected by 

the number of response options. The results also revealed that ability estimation was 

most accurate with a sample size of 500, whereas the accuracy of the discrimination 

parameter improved with larger sample sizes, particularly with a sample size of 2000. 

Keywords: Test length, number of response alternatives, sample sizes, item parameters, 

individual abilities, Item Response Theory (IRT). 
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Introduction: 

he Classical Test Theory (CTT) has been widely used for a long time in the 

construction, development, analysis, and interpretation of psychological and 

educational tests (Adetutu & Lawal, 2022). However, it has faced several 

criticisms, including major limitations in achieving objectivity, the absence of a fixed 

measurement unit, and the inability to account for multidimensional constructs. 

Additionally, CTT relies heavily on the measuring instrument and the sample to which 

the test is applied, making its estimates dependent on specific conditions(Ali, 2022). 

In response to these limitations, researchers have made significant efforts to develop 

more robust measurement approaches, leading to the emergence of a modern 

measurement theory known as Item Response Theory (IRT). This theory is also referred 

to as Latent Trait Theory and is distinguished by the independence of item parameters—

difficulty, discrimination, and guessing—from the abilities of the individuals assessed. 

Additionally, the theta (θ) parameter, which represents individuals' ability, remains 

independent of the specific items used for(Ali & Istiyono, 2022). 

IRT has led to the development of several mathematical models based on specific 

assumptions to define the relationship between an individual’s performance on a test 

and the underlying abilities that influence that performance. The most common IRT 

models include: 

• The one-parameter model (Rasch Model) 

• The two-parameter model (Lord Model) 

• The three-parameter model (Birnbaum Model) (Aybek, 2023) 

Among these models, the three-parameter model is the most comprehensive, as it 

describes the item characteristic curve using three parameters: item difficulty, item 

discrimination, and guessing. This model is particularly advantageous over the other 

two models because it accounts for the guessing factor, which is likely to occur in 

multiple-choice tests and may influence the accuracy of the theta (θ) parameter 

estimation (Apriyani et al., 2023; Wang et al., 2022; Zhang et al., 2022) 

A review of previous studies and measurement literature suggests that item 

parameters and ability estimates may be affected by variations in test length, sample 

size, and the number of response alternatives.(Aybek, 2023) The availability of 

computer-based programs has facilitated the calculation of IRT model statistics, 

including those for the three-parameter model. Therefore, this study aims to examine 

the impact of test length, the number of response alternatives, and sample size on the 

accuracy of ability and item parameter estimates using simulated data generated by the 

"WinGen" software. 
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Research Problem and Questions: 

As the limitations of Classical Test Theory (CTT) continue to grow, the 

advantages of Item Response Theory (IRT) become increasingly evident. One of its key 

strengths lies in the independence of item characteristics from the individuals being 

assessed and the independence of the theta (θ) parameter from the items used. Unlike 

CTT, which interprets individual scores based on a reference group, IRT evaluates 

individual performance in relation to the test items themselves. Furthermore, standard 

error estimation is conducted for each test-taker individually, allowing for meaningful 

comparisons of individuals' performance even when different measures of the same trait 

are used (Bjorner et al., 2023; Brucato et al., 2023) 

Multiple-choice tests (MCTs) are widely used for assessing ability and 

achievement, particularly in Egypt’s education system. However, these tests face 

a significant challenge: guessing. When test-takers are unsure of the correct 

answer, they may resort to guessing, which, if correct, artificially inflates their 

final score beyond their true ability level. This compromises the accuracy of 

ability estimation, as it becomes difficult to determine whether a correct response 

reflects actual knowledge or was simply a result of guessing(Cai et al., 2023). 

To address this issue, measurement researchers have refined IRT models 

as a means of achieving more accurate ability estimates, even in the presence of 

guessing. IRT conceptualizes an individual’s response to a test item as a function 

of both the person’s latent ability and the characteristics of the test item itself. 

This allows for predicting an individual’s performance on a given item based on 

their estimated ability level (Cotter et al., 2023; Gikaro et al., 2024; Huang, 

2023). 

However, the practical application of IRT requires that its assumptions be 

met, such as One-dimensionality and the item characteristic curve (ICC) 

structure. Data may not fit the one-parameter (Rasch) model if the discrimination 

or guessing parameters vary across items. Similarly, the two-parameter model 

may be inadequate if the guessing parameter is not properly accounted for 

(Garcia et al., 2023; Hanzlová & Lynn, 2023; Huang et al., 2023)Notably, low-

ability test-takers often resort to guessing in multiple-choice tests, leading to an 

increase in the guessing parameter beyond zero. This violates the assumptions of 

one- and two-parameter models, making the three-parameter model a more 

suitable choice for handling guessing effects and improving measurement 

accuracy. 

Despite extensive research on IRT applications, there remains a need for 

more empirical data to assess how various testing conditions influence IRT-

based estimates. Based on the theoretical considerations discussed, this study 

aims to investigate the impact of test length, number of response 



alternatives,(Huang, 2023) and sample size on item and ability parameter 

estimates using the three-parameter model. 

Specifically, the study seeks to answer the following main research question: 

"How do variations in test length, number of response alternatives, and 

sample size affect the accuracy of the theta (θ) parameter and item 

parameter estimates under the three-parameter model?" 

Sub-Questions of the Study: 

1. What is the effect of test length on the ability parameter of individuals according 

to the three-parameter model? 

2. What is the effect of test length on item parameters according to the three-

parameter model? 

3. What is the effect of the number of response options on the ability parameter of 

individuals according to the three-parameter model? 

4. What is the effect of the number of response options on item parameters 

according to the three-parameter model? 

5. What is the effect of sample size on the ability parameter of individuals 

according to the three-parameter model? 

6. What is the effect of sample size on item parameters according to the three-

parameter model? 

Study Objectives: 

The present study aims to achieve the following objectives: 

1. Verify the assumptions of Item Response Theory (IRT) based on the responses 

of the study sample to different test models. 

2. Examine the estimates of individuals' abilities in multiple-choice tests used in 

the study within the framework of the three-parameter model. 

3. Assess the accuracy of the three-parameter model in estimating the Theta (θ) 

parameter of individuals and item parameters under specific hypothetical 

conditions, including varying test lengths and different sample sizes. 

4. Investigate the impact of test length, sample size, and the number of response 

options on the accuracy of the three-parameter model in estimating the Theta 

(θ) parameter of individuals and item parameters. 

Significance of the Study: 

• The significance of this study stems from its focus on multiple-choice 

questions, a format that has become increasingly prevalent in student 

assessment in recent years. 



• It contributes to improving our understanding of the factors influencing the 

accuracy of individual score estimation based on Item Response Theory (IRT). 

• It enhances our comprehension of the factors affecting item parameters 

according to Item Response Theory (IRT). 

• Its findings contribute to the development of test models with high 

psychometric properties using multiple-choice questions. 

Theoretical Framework and Related Studies: 

An achievement test is defined as: 

"A set of questions or stimuli representing a specific trait or ability, formulated in a 

structured manner to determine the student's level of skills and knowledge acquired in 

a particular subject through their responses." (Reise & Moore, 2023) 

An objective test is one type of achievement test, which is relatively modern compared 

to essay-based tests. It is termed "objective" due to its accuracy, reliability, and 

resistance to examiner bias (Silveira et al., 2023)Among the most widely used types of 

objective test questions in education is the multiple-choice question (MCQ). A well-

constructed MCQ can measure both simple and complex learning objectives. 

Advantages of Multiple-Choice Tests: 

• High efficiency, especially when test items are well-structured. 

• Versatile applications in research and different educational stages. 

• Allows broader coverage of the behavioral domain being assessed(Siraji et al., 

2023; Tang et al., 2023). 

Multiple-Choice Tests: 

A multiple-choice question consists of a stem followed by a set of possible answers, 

from which the examinee must select the correct one. These response options are called 

alternatives, with only one correct answer, while the remaining options function as 

distractors. Distractors serve to mislead test-takers who lack sufficient knowledge, 

making them appear plausible to low-ability individuals but not to those with high 

ability(Ayanwale et al., 2024). 

The primary purpose of distractors is to challenge examinees who do not know the 

correct answer, assess their need for additional knowledge, and identify their 

weaknesses when selecting incorrect alternatives. Therefore, distractors should be 

closely related to the correct answer to ensure their effectiveness (Ayasse & Coon, 

2024; Gilbert et al., 2025). 

(Hu & Valdivia, 2024; Jones et al., 2024; Young et al., 2025)emphasize the necessity 

of ensuring homogeneity among response alternatives to prevent examinees from 

eliminating certain options as a strategy to deduce the correct answer. Consequently, 

the length of the correct answer or key should be equal to the length of the distractors, 

as variations in their length may provide examinees with unintended cues. Additionally, 



all alternatives should align with the level of information presented in the item stem. 

Furthermore, it is crucial to consider the examinee's age and educational background, 

as what is appropriate for one age group may not be suitable for another. 

The psychometric properties of the test and item parameters are influenced by 

several factors, including: 

1. Item Wording: The item stem must be precisely formulated to ensure clarity, 

specificity, and uniform interpretation across all examinees. Ambiguous or 

vague stems may lead to varied understandings of the required response, 

increasing the likelihood of incorrect answers (Ma et al., 2024). 

2. Selection of Response Alternatives: When designing distractors, their 

homogeneity should be carefully considered. A set of homogeneous alternatives 

enhances examinees' engagement and increases item difficulty. In contrast, 

heterogeneous alternatives lower item difficulty, thereby reducing its 

discriminative power. Notably, items that are either too difficult or too easy tend 

to exhibit weak discrimination(Mangold, 2024; Uto, Tomikawa, et al., 2023; 

Wang et al., 2023). 

3. Structure of Alternatives: Response alternatives vary across different tests. 

According to(Harrison et al., 2023; Shibata & Uto, 2022; Wortham et al., 2023), 

some multiple-choice items require selecting a single correct response from the 

given options, which is the simplest and most commonly used format, 

particularly in achievement tests. Other items may require examinees to choose 

the best possible answer, allowing for multiple plausible solutions, 

necessitating the selection of the most appropriate one. Additionally, some 

response formats involve compound alternatives, where a single response 

option combines two choices(Silvia, 2022; Siraji & Haque, 2022). Some items 

also require selecting multiple correct answers; however, this format is 

generally discouraged in achievement tests. 

4. Number of Response Alternatives: The number of alternatives in multiple-

choice items varies across tests. However, it should be sufficient to minimize 

guessing while maintaining accuracy. Although the number of response options 

should generally not exceed five, they must be carefully selected to ensure 

relevance and precision. The emphasis should be on the quality of alternatives 

rather than their quantity. Furthermore, for younger students, reducing the 

number of alternatives is recommended to enhance comprehension and 

decision-making(Soland, 2022; Stavropoulos et al., 2022; Toraman et al., 

2022). 

 

 



Item Response Theory (IRT): 

Item Response Theory (IRT) emerged as an extension of Classical Test Theory 

(CTT), complementing its principles and addressing many measurement challenges that 

CTT could not fully overcome(Vaganian et al., 2022; Wang et al., 2022). 

IRT and its associated mathematical models aim to estimate both item 

parameters and individual abilities. The more closely the dataset aligns with the chosen 

model, the more precise these estimates become. Items and individuals are positioned 

on an ability scale through estimation processes, provided that a plausible relationship 

exists between the expected probabilities of individuals' responses and their actual 

performance at each ability level(Kawakubo et al., 2024; Raykov, 2023; Wolcott et al., 

2022). 

IRT shares commonalities with CTT, such as the presence of a latent trait 

continuum. The likelihood of an individual correctly responding to an item can be 

predicted based on their position on this continuum. This probability is a monotonically 

increasing function of the individual's ability level, meaning that higher ability levels 

are associated with a greater probability of answering correctly(Charamba et al., 2023; 

Cotter et al., 2023; Zhang et al., 2022). 

One fundamental distinction between IRT and CTT lies in the differentiation 

between an individual's true ability and the estimated ability score. Unlike CTT, 

where ability estimates are sample-dependent, IRT assumes that an individual’s ability 

remains constant regardless of the sample's characteristics (Miller et al., 2022; Moreta-

Herrera et al., 2024). However, IRT requires complex and extensive mathematical 

computations, making it impractical before the advent of computer-based statistical 

programs(Apriyani et al., 2023; Uto, Tomikawa, et al., 2023). 

A key advantage of modern measurement theories (IRT) over classical 

approaches (CTT) is that IRT focuses on individual response patterns to test items, 

whereas CTT relies on total raw scores. Additionally, IRT allows for the estimation of 

measurement error at any ability level, unlike CTT, which assumes a uniform error 

distribution across all test scores(Charamba et al., 2023; Donaldson et al., 2023). 

Assumptions of Item Response Theory (IRT): 

IRT is built upon strong assumptions that are not always easily met in real-world data. 

For IRT models to yield reliable results, the dataset must adequately satisfy these 

assumptions before evaluating model fit(Effatpanah & Baghaei, 2023; Fernandes et al., 

2023; Kawakubo et al., 2024; Veldkamp et al., 2025). These assumptions include: 

1. One-dimensionality:  



IRT assumes that a single latent trait accounts for individuals' responses to test 

items. The test developer presumes that test-takers’ performance on the items is 

explained by one underlying ability. However, achieving perfect One-

dimensionality is challenging due to potential influences from personal or 

cognitive factors, such as motivation, test anxiety, and other external variables. 

To satisfy this assumption, a dominant factor must primarily influence test 

performance—representing the ability being measured. Ensuring that the test 

assesses only one trait enhances the accuracy and validity of its interpretations 

(Huang et al., 2023; Jiang et al., 2023). 

When test items are homogeneous and measure the same trait, answering any 

given item requires similar cognitive and behavioral processes. Factor 

analysis is often employed to identify the primary factor influencing 

performance. If multiple traits are detected, items can be grouped into 

homogeneous clusters through factor analysis, after which IRT models can be 

applied separately to each homogeneous set (Gilbert et al., 2024; Kiliç et al., 

2023). 

2. Local Independence: 

Local independence assumes that an individual's response to a particular test 

item should not be influenced by their responses to other items in the same 

test. Instead, the individual's latent ability should be the only factor 

determining their responses. This assumption is closely linked to One-

dimensionality—in fact, local independence is considered an equivalent 

assumption. However, they are not identical concepts. 

A test may be multidimensional if two or more latent traits influence item 

responses, provided that the items remain independent within groups of 

individuals with similar trait levels. The number of dimensions in a test 

corresponds to the number of latent traits required to achieve local 

independence(Gewily et al., 2024; Santos et al., 2023). 

3. Item Characteristic Curve (ICC): 

The ICC mathematically describes the relationship between an individual's 

probability of answering an item correctly and their latent ability level. This 

relationship follows a nonlinear regression function. Given individuals’ 

observed scores at different ability levels, it is possible to plot the ICC, which 

represents the regression curve passing through the conditional distribution 

means at each ability level(Cook & Wind, 2024; Uto, Aomi, et al., 2023). 



 

Figure 1: Item Characteristic Curve (ICC) 

In the figure above, the horizontal axis represents the ability continuum (θ) 

measured by the item, while the vertical axis represents the probability of 

answering the item correctly (P(θ)). As an individual's ability increases, so 

does the probability of correctly responding to the item. 

The probability of an individual answering an item correctly depends solely on 

the shape of the ICC, rather than the number of individuals at the same ability 

level. This property, known as invariance of item characteristic curves, 

ensures that item parameters remain stable across different examinee 

populations for whom the items have been calibrated. This is a fundamental 

feature of IRT models(Gao et al., 2024; Gewily et al., 2024). 

4. Independence from Speededness 

This assumption is implicitly related to unidimensionality, as IRT models 

assume that tests are not administered under strict time constraints. In other 

words, individuals who fail to answer items correctly do so due to limited 

ability, rather than insufficient time to complete the test. If speed influences 

performance, then two factors—processing speed and the measured trait—

affect responses, violating the assumption of unidimensionality(Gikaro et al., 

2024; Gilbert et al., 2024). 

Item Response Theory (IRT) Models 

IRT models aim to establish the relationship between an individual's 

performance on test items (which is directly observable) and their latent ability 

(which explains this performance). Since these models are probabilistic, they rely on 

probability theory to define response patterns  ( Guo et al., 2024). 

The choice of an appropriate IRT model depends on the nature of test items, the 

number of items, and the sample size. However, the most critical factor is the type 



of data, which can be either binary (0,1) or polytomous (more than two response 

options). Among the most widely used binary IRT models are: 

1. The One-Parameter Logistic Model (1PLM) (Rasch Model)  ( Howe et al., 2024) 

This is the simplest IRT model and the most commonly applied. It is also known as the 

Rasch Model, named after the Danish mathematician Georg Rasch. 

• The 1PLM assumes that only item difficulty distinguishes individuals' 

performance.(Gilbert et al., 2024) 

• All items are assumed to have equal discrimination power. 

• The lower asymptote of the ICC is set to zero, meaning that individuals with 

low ability have no chance of guessing the correct answer—thus eliminating 

the effect of guessing. 

The Rasch Model is particularly useful when dealing with small sample sizes, as 

models with fewer parameters require less precise data for parameter estimation.(Guo 

et al., 2024) 

2. The Two-Parameter Logistic Model (2PLM) 

In this model, developed by Lord, the item characteristic curve takes the form of a 

logistic distribution with two parameters: discrimination and difficulty. This is an 

extension of the Rasch Model by adding the discrimination parameter, as it is 

difficult to find multiple items that distinguish consistently between ability levels 

measured by the test. At the same time, there is no room for guessing, as individuals’ 

responses on test items are not influenced by guessing (Frick et al., 2024; Gao et al., 

2024; Howe et al., 2024) 

3. The Three-Parameter Logistic Model (3PLM) 

This model extends the two-parameter model by adding a third parameter, guessing, 

to the logistic distribution of item characteristics, which includes the difficulty, 

discrimination, and guessing parameters.(Gibbons et al., 2024) 

Test designers must determine the model they will use in advance to verify the data’s 

fit to the chosen model. This is done by examining the item characteristic curves, which 

help ensure that the assumptions of the chosen model are met(Gilbert et al., 2024). 

In the study conducted by(Young et al., 2025), the goal was to examine the impact of 

sample size and test length on the reliability of the test and test calibration using the 

partial estimation model. Three sample sizes (200, 500, 1000) and five test lengths (2, 

4, 8, 12, 20 items) were used, with data generated via simulation. The Root Mean 



Square Error of Differences (RMSD) was used to evaluate the accuracy of parameter 

estimates. The study's results indicated that parameter accuracy increases with the 

number of items in the test (test length). 

In (Yiğiter & Boduroğlu, 2024)study, the goal was to examine the effect of sample size 

and number of test items on the theta coefficient for individuals and item parameters 

according to the one-parameter model. The sample sizes were (50, 100, 500) 

individuals, with tests of different lengths (25, 50, 300 items). The results showed 

significant differences in the interaction of sample size and number of items in the 

accuracy of the individuals' theta coefficients, attributed to the interaction between 

sample size and number of items. 

(Tomikawa et al., 2024) focused, in part, on examining the effect of sample size on the 

accuracy of item parameter estimates. The three-parameter model was used to 

calibrate 360 binary items, using the simulation method. It was assumed that the first 

120 items formed the common part of the test, while the remaining items formed four 

subtests, each containing 60 items. The sample sizes ranged from 250 to 1500 

individuals, assuming that individual estimates were normally distributed. A total of 14 

conditions were formed based on sample size and ability distribution. For each 

condition, the test with 360 items was calibrated using the Bilog, Bilog-MG, PIC 

software, and the Root Mean Square Difference (RMSD) criterion was used to 

compare the accuracy of parameter estimates. The study concluded that estimation 

errors for difficulty and discrimination parameters were larger when the sample size 

was smaller. 

The study conducted by (Sinharay & Monroe, 2024) aimed to apply the three-

parameter model to estimate individuals' ability and item parameters for a multiple-

choice test, with variations in the number of response alternatives. The study was 

applied to a sample of 1200 students using the BILOG software to estimate the theta 

coefficient for individuals and item parameters in light of modern theory. The results 

showed no statistically significant differences in individuals' ability on the multiple-

choice test. However, statistically significant differences were found in the difficulty 

parameter depending on the number of alternatives, favoring the test with three 

alternatives. The results also indicated statistically significant differences in the 

discrimination parameter of the items on the multiple-choice test, with the five-

alternative test being preferred. Furthermore, statistically significant differences were 

found in the guessing parameter of the items, favoring the three-alternative test. 

The study conducted by (Shi et al., 2024)aimed to examine the impact of sample size, 

selection method, number of items, and selection method on the accuracy of item 

parameters and ability estimates according to the three-parameter model. A test 



consisting of four sub-tests with 71 items was developed, and the sample size was 1000 

individuals. The Bilog 3.11 software was used to estimate the theta coefficient for 

individuals, item parameters, standard errors of estimation, and the data's fit to the 

three-parameter logistic model. The results showed a direct relationship between 

sample size and accuracy of item parameters. Individual ability estimates were stable 

when using large calibration samples. The accuracy of the theta coefficient was 

influenced by the data's fit to the model, and it was uncertain whether increasing the 

sample size beyond a certain threshold would result in greater accuracy. The results 

also indicated that the accuracy of the discrimination parameter increased with 

greater variability in the ability of the examinees. The accuracy of the difficulty and 

ability parameters improved when the range of ability levels in the examinees 

matched the difficulty range of the items. Moreover, the accuracy of the guessing 

parameter increased when using a sample of low-ability examinees for item 

calibration. The results also showed an increase in the accuracy of the ability 

parameter when the number of test items or their proportion to the total test increased. 

(Liang et al., 2024)study aimed to examine the suitability of multiple-choice tests with 

three alternatives compared to those with different numbers of alternatives. The study 

analyzed a collection of research and studies conducted over 80 years to investigate the 

impact of alternatives on the psychometric properties of tests. Rodriguez compiled 

results from 27 studies conducted between 1920 and 1999, including 56 tests. The 

results showed that the three-alternative test was the best in most studies. The study 

found that changing the number of alternatives from five to four resulted in a decrease 

in the difficulty parameter by an average of 0.02, the discrimination parameter by 

0.04, and the reliability coefficient by 0.035. Reducing the number of alternatives from 

five to three by removing the least attractive alternative led to a reduction in the 

difficulty parameter by 0.07, without affecting the discrimination and reliability 

coefficients. In cases where alternatives were randomly deleted to arrive at three, the 

reliability coefficient decreased by 0.06. When the number of alternatives was reduced 

from four to three, the difficulty parameter decreased by 0.04, while both the 

discrimination and reliability coefficients increased by 0.03 and 0.02, respectively. 

Furthermore, reducing the number of alternatives to two, whether from five or four, 

made the test items easier and reduced the discrimination coefficients. 

The study conducted by(Khatri et al., 2024) aimed to examine the impact of test 

length and sample size on the theta coefficient for individuals using the Bayesian 

method. The study generated dichotomous data for tests with two levels of item 

numbers (200 and 440 items) and three sample sizes (500, 1000, and 2000 individuals). 

The results showed a relationship between test length and estimation accuracy. As the 



sample size increased, the accuracy of the theta coefficient for individuals and item 

parameters improved, while the standard errors decreased. 

The study by(Gikaro et al., 2024) aimed to investigate the effect of reducing the 

number of alternatives in a multiple-choice test on its psychometric properties. Two 

test models were prepared: the first consisted of 38 items with four alternatives each, 

applied to 1000 students; the second consisted of 38 items, with 10 items having four 

alternatives and 28 items with three alternatives (after deleting the least attractive 

alternative), applied to 192 students. The results revealed no statistically significant 

differences in difficulty and discrimination parameters between the two tests. It was 

found that a test with three alternatives served its purpose as effectively as one with 

four alternatives, as increasing the number of alternatives increased the likelihood of 

guessing, due to limited response time. 

(Gibbons et al., 2024) study aimed to examine the stability of item parameters by 

comparing computerized testing programs with paper-based tests of varying lengths. 

The study results showed a positive correlation between the number of items and the 

stability of item parameters. Specifically, as the length of the test increased with more 

items, the stability of the item parameters also increased. 

The study conducted by (Gershon et al., 2024)aimed to investigate the impact of the 

number and attractiveness of alternatives in multiple-choice test items on their 

compatibility with the three-parameter model. A test was designed with three 

versions, each containing 50 items. The first version had five alternatives per item, the 

second had three alternatives after randomly removing two alternatives from the first 

version, and the third had three alternatives after removing the least discriminative 

alternatives from the first version. The test was applied to 1656 students. The results 

showed that the items in all three versions of the test were compatible with the three-

parameter model. The test with five alternatives was found to be the best among the 

three versions, regardless of the deletion method. There was no impact of the 

discrimination of alternatives in multiple-choice test items, even after removing the 

least discriminative alternatives from the third version or removing them randomly 

from the second version. 

(Doğan & Atar, 2024) study aimed to examine the effect of the number of test items 

on item parameters according to the one-parameter model. The test contained 

different numbers of items (5, 10, and 15 items). The results showed that to achieve 

greater stability in item parameters, tests should contain more than 15 items. 

The study by (Cook & Wind, 2024)aimed to investigate the impact of sample size on 

the accuracy of item parameters and ability estimates in tests developed according to 



the Item Response Theory (IRT) models. Data was generated for sample sizes of (500 

and 1000) individuals and test lengths of (10 and 20) items. The results indicated that 

both sample size and the number of test items affect item parameters when the sample 

size is 1000 individuals and the test length is 20 items. The results also showed that the 

ability parameter was not affected by sample size but was influenced by test length. 

(Baghaei & Effatpanah, 2024) study aimed to examine the results of the ability 

parameter and item difficulty using five different IRT models, with varying levels of 

guessing, sample sizes, and test lengths. Data for 50 different scenarios were generated 

using varying conditions. The results indicated variability in the accuracy of item and 

individual parameters based on the level of guessing in the test, sample size, and test 

length. It was also found that the results for the ability parameter and item parameters 

depend on the accuracy criterion in each of the IRT models. 

(Zhong et al., 2023) study aimed to explore the impact of sample size on item 

parameters using Item Response Theory. The sample sizes varied between (200 and 

11,292) individuals, and a test consisting of 80 items was administered. The BILOG-

MG software was used to estimate the parameters. The results showed that the 

difficulty parameter increased with larger sample sizes, with an average of 0.31 at a 

sample size of 200 individuals and a higher value at 11,292 individuals. It was also 

shown that the standard error for the difficulty parameter decreased as the sample size 

increased, with an error of 0.32 for the 200-person sample and 0.07 for the 11,292-

person sample. 

(Zhao et al., 2023) study aimed to examine the effect of the number of alternatives and 

the position of the strong distractor on the psychometric properties of the test and item 

parameters according to the Item Response Theory. A test consisting of 54 items was 

created and applied to 2,123 individuals. The test included four models: the first model 

had five alternatives with the strong distractor near the correct answer, the second 

model also had five alternatives but with the strong distractor far from the correct 

answer. In the third and fourth models, the two weakest alternatives were deleted: the 

third model had three alternatives with the strong distractor near the correct answer, 

and the fourth had three alternatives with the strong distractor far from the correct 

answer. The three-parameter logistic model and software SPSS and BILOG-MG3 

were used for analysis. The results showed no differences in the difficulty and guessing 

parameters for the items, despite changes in the number of alternatives and the position 

of the strong distractor. However, differences were observed in the discrimination 

parameter, attributed to the position of the strong distractor and its interaction with the 

number of alternatives. 



In the study by(Wortham et al., 2023), which aimed to investigate the effect of item 

parameter estimation methods and individuals' abilities on the psychometric properties 

of the test, with consideration of sample size using Bayesian and maximum likelihood 

estimation methods, a multiple-choice test consisting of 33 items with four alternatives 

for each was constructed. The sample consisted of 1,000 students, and the analysis was 

conducted using the BILOG-MG software according to the three-parameter model. The 

results showed statistically significant differences at the 0.05 level in the mean standard 

errors of item parameter estimates due to the interaction between the estimation method 

and sample size. No statistically significant differences were found due to sample size 

and estimation method. The results also revealed statistically significant differences in 

the mean standard errors of ability estimates for individuals attributed to sample size 

and the interaction between the estimation method and sample size, but no significant 

differences were found due to the estimation method. Additionally, no significant 

differences were observed in the estimated reliability coefficients across different 

sample sizes (100, 500, 1000) participants. 

The study by (Uto, Tomikawa, et al., 2023) aimed to investigate the effect of sample 

size on the information function of the test and its standard error estimates using Item 

Response Theory. The study used response data from 7,500 participants selected 

randomly and distributed into five different sample sizes (500, 1000, 1500, 2000, 3000), 

for a test consisting of 40 items of the multiple-choice type. Data analysis was carried 

out using the BILOG-MG3 software according to the three-parameter model. The 

results showed that the estimates of the information function were positively correlated 

with the sample size, while the standard error of the information function was inversely 

related to the sample size. 

In the study by(Toledano-Toledano et al., 2023), which aimed to investigate the effect 

of sample size and test length on the theta coefficient for individuals and item 

parameters based on the three-parameter model, data generated from binary responses 

were used for samples of different sizes (100, 250, 500, 1000, 2000, 4000) and test 

lengths (10, 25, 50, 75, 100, 300). The results indicated that the accuracy of the theta 

coefficient for individuals and item parameters increased as the test length exceeded 50 

items, and as the sample size exceeded 2000 participants. 

In the study by (Tang et al., 2023), which aimed to evaluate the results of the Rasch 

model analysis using small sample sizes, a test consisting of 10 items was used for 

samples of sizes (30, 50, 100, 250), and data were analyzed using Mplus software. The 

results showed that the standard errors for item difficulty and ability parameters for 

sample sizes (30, 50) were higher than those for sample sizes (100, 250). 



In the study by(Siraji et al., 2023), which aimed to compare the accuracy of item 

parameters based on the multidimensional graded response model with different sample 

sizes using maximum likelihood estimation, data were generated for samples of sizes 

(500, 1000, 1500, 2000) for tests consisting of (30, 90, 240) items. After analyzing the 

results using the flexMIRT software, the results showed that a sample size of 500 

participants provided accurate item parameter estimates when using tests of lengths (30, 

90) items, whereas for a test consisting of 240 items, a sample size of at least 1000 was 

necessary. Increasing the sample size beyond 1000 participants did not improve the 

accuracy of the item parameters. 

In the study by(Silveira et al., 2023), which aimed to investigate the effect of sample 

size and the number of test items on the accuracy of item parameters in Item Response 

Theory, using the marginal maximum likelihood method for estimating item parameters 

through Xcalibre 4.1 software, three tests of lengths (10, 20, 30) items were constructed 

and applied to samples of sizes (150, 250, 350, 500, 750, 1000, 2000, 3000, 5000) 

participants. The results showed that a sample size of at least 150 could be used for tests 

with (10, 20, 30) items to estimate item difficulty parameters accurately according to 

the Rasch model. The mean standard errors of the difficulty parameter decreased as the 

sample size increased. 

In the study by(Silva et al., 2023), which aimed to compare item parameter estimation 

methods in Item Response Theory models based on different sample sizes, data were 

generated for sample sizes (25, 50, 100, 250, 500, 1000) participants, with tests 

consisting of (10, 20, 30, 40, 50) items. Data analysis was carried out using R software. 

The results indicated that the pairing method provided more accurate estimates of item 

difficulty compared to the maximum likelihood and Bayesian methods. Additionally, 

the standard errors in item difficulty decreased with larger sample sizes, and increasing 

the number of test items did not necessarily lead to better accuracy in item difficulty. 

In the study by(Shim et al., 2023), which aimed to examine the results of the item 

difficulty parameter for the Rasch model in light of changes in sample size and test 

length, binary response data were generated for four test models with different item 

lengths (20, 30, 40, 70 items) and five sample sizes (50, 100, 250, 500, 1000) 

participants. R software was used to estimate the item difficulty parameter using the 

pairing method and individual ability using the weighted likelihood method. The results 

showed statistically significant differences at the 0.05 level in the mean standard errors 

of the item difficulty parameter due to sample size, favoring the sample size of 1000 

participants. The results also indicated small standard errors in the item difficulty 

parameter for all tests in the study, with values ranging from 0.002 to 0.05. Statistically 



significant differences were also found at the 0.05 level in the mean standard errors of 

ability estimates due to sample size, test length, and the interaction between them. 

In the study by(Santos et al., 2023), which aimed to investigate the effect of the number 

of multiple-choice test items on the accuracy of item parameters and individual abilities 

according to the three-parameter model, two test models were applied with (30, 60) 

items. BILOG-MG3 software was used to analyze and estimate the item parameters and 

individual abilities. The results showed that the means of the difficulty and 

discrimination parameters for the 60-item test were higher than the means of the 

difficulty and discrimination parameters for the 30-item test. No statistically significant 

differences were found between the mean guessing coefficients and the mean standard 

error in estimating them across the two test models. The study results also showed 

statistically significant differences in the means of individual ability and the means of 

standard errors for the theta coefficient, with the 60-item test showing higher means 

than the 30-item test, indicating that the number of items (60) had a greater impact on 

the theta coefficient. 

The previous studies, including those by(Ayanwale et al., 2024; Ayasse & Coon, 2024; 

Baghaei & Effatpanah, 2024; Cook & Wind, 2024; Doğan & Atar, 2024; Frick et al., 

2024; Gao et al., 2024; Gershon et al., 2024; Ma et al., 2024; Mangold, 2024; Santos et 

al., 2023; Shim et al., 2023; Silva et al., 2023; Silveira et al., 2023; Siraji et al., 2023; 

Tang et al., 2023; Toledano-Toledano et al., 2023; Uto, Aomi, et al., 2023; Uto, 

Tomikawa, et al., 2023; Wang et al., 2023; Wortham et al., 2023; Zhao et al., 2023; 

Zhong et al., 2023), shared a focus on the accuracy of item parameters and individual 

abilities in Item Response Theory models. Many of these studies were simulation 

studies, with data generated using software such as those mentioned above. 

The experimental variables used in previous studies mostly focused on one to two 

variables, including sample size, test length, and the number of alternatives. The models 

used to compare the accuracy of item parameters and individual abilities were also 

varied. The three-parameter model was employed in studies by(Gewily et al., 2024; 

Guo et al., 2024; Howe et al., 2024; Hu & Valdivia, 2024; Jones et al., 2024). Various 

software programs were used, such as WinGen for data generation, BILOG, Xcalibre, 

and R software for estimating item parameters and individual abilities. Most of the 

estimation measures in the previous studies included correlation coefficients, efficiency 

indices, means of deviations, bias, and effect size. The current study serves as a 

continuation of the recommendations from previous studies to conduct future research 

involving simulation data to investigate the effects of sample size, test length, and the 

number of response alternatives on the accuracy of item parameters and individual 

ability using the three-parameter model. It is distinguished by having three sample sizes 



(500, 1000, 2000), three levels of test item numbers (30, 40, 50), and also three levels 

of response alternatives (2, 3, 5). 

Study Methodology and Procedures 

Study Method: 

The researchers in the current study employed a quasi-experimental design to answer 

its research questions. The reason for using this method is that it is the most appropriate 

for studying the effects of experimental variables that were controlled and adjusted 

through the simulation design on the dependent variable. It also provides an 

understanding of the relationship between independent and dependent variables, which 

is a directed causal relationship. The use of simulation-based data with Monte Carlo 

methods (MCM) achieves the highest level of experimental control, as the data is 

selected randomly from samples generated by the WinGen program (Han, 2007).In this 

study, all variables that could affect the results, such as the characteristics of individuals 

represented by their abilities, were controlled. A specific range with a defined mean 

and standard deviation was set for individual abilities. The item characteristics were 

also controlled, with all items being unidimensional, binary (0, 1), and having specific 

distributions within a range with a set mean and standard deviation for each parameter 

of difficulty, discrimination, and guessing. Thus, the experimental variables in the 

current study—test length (30, 40, 50 items), number of response alternatives (three, 

four, and five alternatives per item), and sample size (500, 1000, 2000 participants)—

are the only ones that will affect the dependent variables, which are the theta coefficient 

(θ) for individuals and item parameters, isolated from any other variables. 

Study Population: 

The study population consists of all individuals who possess the specified ability level 

in the design, and all unidimensional binary response (0, 1) tests with the same 

distribution of parameters as defined in the study design. 

Study Sample: 

A random sample consisting of individuals with sample sizes of (500, 1000, 2000) 

participants, and random samples of tests with lengths of (30, 40, 50) items, with three, 

four, and five response alternatives per item. These samples are selected from data 

generated by the WinGen program according to the steps of the program and the data 

that align with the study design. 

Test Conditions: 

The data for the current study, which aims to compare the accuracy of individual ability 

estimates and item parameters under twenty-seven test conditions, were generated 



based on the three-parameter logistic model. Each test condition was defined by a 

combination of three factors: the number of alternatives, the sample sizes, and the test 

lengths. Thus, data were generated for three sample sizes (500, 1000, 2000 

participants), test lengths of (30, 40, 50 items), and response alternatives (three, four, 

and five alternatives per item). The experimental design simulates the test conditions 

outlined in the following Table (1): 

Table (1) Summary of Experimental Conditions 

Condition Test Length Number of Alternatives Sample Size 

1 30 3 500 

2 30 3 1000 

3 30 3 2000 

4 30 4 500 

5 30 4 1000 

6 30 4 2000 

7 30 5 500 

8 30 5 1000 

9 30 5 2000 

10 40 3 500 

11 40 3 1000 

12 40 3 2000 

13 40 4 500 

14 40 4 1000 

15 40 4 2000 

16 40 5 500 

17 40 5 1000 

18 40 5 2000 

19 50 3 500 

20 50 3 1000 

21 50 3 2000 

22 50 4 500 

23 50 4 1000 

24 50 4 2000 

25 50 5 500 

26 50 5 1000 

27 50 5 2000 

Total Sample Size  32000 



Table (1) above illustrates all the experimental conditions for the test. Virtual responses 

were generated to simulate the likelihood of responses of virtual individuals to the 

generated tests. This resulted in 27 response matrices, with a total of 1080 items and a 

total of 32,000 participants. 

Test Design and Response Alternatives: 

Tests were created with lengths of 30, 40, and 50 items, where the item characteristics 

for the 30-item test were identical to those of the 40-item and 50-item tests. 

Additionally, response alternatives were used for each item in the test models with 

three, four, and five response alternatives, for three sample sizes (500, 1000, 2000 

participants). This design was informed by a review of relevant previous studies. 

The individuals were generated with a normally distributed ability, with a mean of 0 

and a standard deviation of 1 for each test condition. The item discrimination 

parameters were generated using a uniform distribution with an initial value of 0.5 and 

a maximum value of 1.5, following a logarithmic normal distribution. The item 

difficulty parameters were generated similarly to the ability parameters, following a 

normal distribution with a mean of 0 and a standard deviation of 1. The guessing 

parameter was generated according to the experimental conditions, using a uniform 

distribution with initial and maximum values of (0.33, 0.25, 0.2) when the number of 

alternatives was three, four, and five, respectively. 

Statistical Treatment of Data: 

To answer the research questions, the researchers determined the statistical methods 

and software in light of the study's problem and objectives, as follows: 

• Calculation of some descriptive statistics, including mean values, standard 

deviations, factor analysis, analysis of variance, and the Scheffé test for post 

hoc comparisons using the SPSS software. 

• Analysis of individual responses to estimate individual abilities and item 

parameters according to Item Response Theory (IRT) using the software 

programs R1, Bilog-Mg32, and LDID3. 

Study Results and Interpretation 

This section presents the study results, discusses, and interprets them based on the six 

research questions, which primarily aim to examine the effect of test length (30, 40, 50 
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items), the number of response alternatives (three, four, five), and sample size (500, 

1000, 2000) on the estimation of individual abilities and item parameters. 

Below are the results obtained: 

Verification of Item Response Theory Assumptions and Fit: 

The assumptions of Item Response Theory (IRT) were verified, including: 

1. Unidimensionality Check: 

An exploratory factor analysis was conducted on the simulated responses, and 

the ratio of the first eigenvalue to the second eigenvalue was calculated. It is 

expected that this value should exceed 2. 

 

Table (2): Exploratory Factor Analysis to Verify Unidimensionality 

Eigenvalue Eigenvalue Value 
First Eigenvalue / Second 

Eigenvalue Ratio 
Criterion 

First 7.134 
5.351 > 2 

Second 1.333 

The eigenvalues were also graphically represented using a scree plot to verify 

unidimensionality by observing the curvature of the scree plot as shown in Figure 7. 

 

Figure 7: Graphical Representation of Eigenvalues to Verify Unidimensionality. 

Second: Verification of Local Independence Assumption: 

Software (Bilog-MG3) and (R) were used to analyze the simulated individual 

responses, and then the specialized software (LDID) was used for local independence. 

The correlation coefficients between the residuals and some statistical indicators of 

local independence, such as X², G², ZQ, and ZQ3, were computed. The data confirmed 

this assumption, as the ratio of independent pairs was at least 10 times greater than the 



ratio of dependent pairs. The following figure shows a part of the software output for 

one of the experimental conditions. 

 

Figure 8: Local Independence Indicators from LDID Software Outputs. 

Third: Individual Fit to the Model: The responses were analyzed using BilogMG3 

software, and based on the marginal likelihood index, it was found that all individuals 

conformed to the model, and their number remained the same as during the generation 

phase. 

Fourth: Item Fit to the Model: The Chi-squared index was used to assess the fit of 

items to the model, based on outputs from BilogMG3 software. It was found that 81 

items were not a good fit to the model from a total of 1080 items. These items were 

excluded, and the analysis was conducted again on the 999 items that fit the model. 

Fifth: Re-analysis of the Responses for Items that Fit the Model: The analysis was 

re-conducted on the responses to the items that fit the model to answer the research 

questions. 

Answering the Main Research Question: To address the main research question "What 

is the effect of varying test length, number of response alternatives, and sample size on 

the accuracy of the ability parameter (θ) for individuals and item parameters according 

to the three-parameter model?", the following sub-questions were answered: 

Results related to the first question: 

"Is there an effect of test length on the ability parameter (θ) for individuals 

according to the three-parameter model?" 

To answer this question, the responses of the simulated individuals were 

analyzed based on the generated tests designed to simulate the study's conditions. The 

ability of each individual in the sample was estimated according to the three-parameter 

model, and the accuracy of the θ parameter was measured by the standard error of the 



estimation. Additionally, the mean standard error (SE) of the θ parameter estimation 

was calculated under the simulation conditions, specifically with the three levels of test 

length (30, 40, and 50 items). These results are shown in Table 3. 

Table 3: Accuracy of Theta (θ) Parameter by Test Length 

Test Length Sample Size Mean Value Standard Deviation 

30 12000 0.4522 0.05312 

40 12000 0.4101 0.06864 

50 12000 0.3694 0.08719 

Total 36000 0.4106 0.07868 

From Table 3, it is clear that there are noticeable differences in the mean errors of the 

theta (θ) parameter's accuracy based on test length. The mean error for standard error 

(SE) of theta was 0.4522, 0.4101, and 0.3694 for test lengths of 30, 40, and 50 items, 

respectively. This means the accuracy of the theta parameter was higher for the 50-item 

test. The standard error of the estimate acts as an inverse indicator of estimation 

accuracy. 

Table 4: Analysis of Variance (ANOVA) in Standard Error of Theta (θ) by Test Length 

Source of 

Variance 

Sum of 

Squares 

df Mean Square F-value Sig 

Between 

Groups 

0.007 2 0.004 0.527 0.590 

Within Groups 6.675 996 0.007 

Total 6.682 998  

The results of the ANOVA indicate that there are no statistically significant 

differences in the accuracy of the theta parameter based on test length. In other words, 

the accuracy of the theta parameter is not affected by the length of the test. 

The result presented in Table 3 shows the accuracy of the theta (θ) parameter with 

varying test lengths (30, 40, and 50 items). The mean standard error (SE) for the theta 

parameter decreases as the test length increases, with values of 0.4522, 0.4101, and 

0.3694 for test lengths of 30, 40, and 50 items, respectively. This suggests that longer 

tests tend to yield more accurate estimates of theta. As the test length increases, the 

measurement becomes more precise, reflected by the decrease in the mean error. 

However, when we examine Table 4 (the ANOVA results), we observe that there are 

no statistically significant differences in the accuracy of the theta parameter between 

the three test lengths. The F-value of 0.527 and the p-value of 0.590 indicate that the 

observed differences in standard error are not significant enough to conclude that test 

length has an impact on the accuracy of theta estimates. This means that, despite the 



trend in Table 3 suggesting that longer tests provide more accurate estimates, the 

statistical analysis suggests that test length does not significantly influence the 

precision of theta estimation. 

This result could be interpreted in several ways. One possible explanation is that other 

factors, such as the number of response alternatives or sample size, may play a more 

crucial role in determining the accuracy of the estimates than the length of the test itself. 

Additionally, the study suggests that the accuracy of theta estimation might be more 

influenced by the quality and distribution of items in the test rather than the sheer 

length of the test. Therefore, while longer tests might intuitively seem more accurate, 

this particular study finds no significant effect of test length on theta estimation 

accuracy. 

Results related to the second question, which asks, "Is there an effect of test 

length on item parameters according to the three-parameter model?" 

To answer this question, the researchers analyzed the responses of virtual individuals 

to the generated tests that simulate the study conditions. Item parameters were estimated 

according to the three-parameter model, and the accuracy of each item was represented 

by the standard error of the estimation. Additionally, the mean standard error (SE) for 

the estimation of each item parameter was extracted for the virtual test items, which 

simulated the experimental conditions, specifically the test length with three levels (30, 

40, and 50), as shown in Table 5. 

Table 5: Accuracy of Item Parameters with Varying Test Lengths 

Test Length Discrimination 

Standard 

Error 

Difficulty 

Standard 

Error 

Guessing 

Standard 

Error 

30 Mean: 0.1889 0.2538 0.0670 

Std. Dev.: 0.07912 0.11734 0.01854 

N: 228 228 228 

40 Mean: 0.1869 0.2322 0.0635 

Std. Dev.: 0.07774 0.10338 0.02046 

N: 340 340 340 

50 Mean: 0.1825 0.2352 0.0619 

Std. Dev.: 0.08634 0.11246 0.02211 

N: 431 Count: 431 431 

Total Mean: 0.1855 0.2384 0.0636 

Std. Dev.: 0.08183 0.11083 0.02085 

N: 999 999 999 

From Table 5, significant differences are observed in the mean standard errors of the 

item parameter estimates with varying test lengths. The mean standard error for the 

discrimination parameter was (0.1889, 0.1869, 0.1825) for test lengths of (30, 40, 50) 

respectively, indicating that the discrimination parameter was more accurate when the 



test length was 50, as the standard error is inversely related to the accuracy of the 

estimate. The mean standard error for the difficulty parameter was (0.2538, 0.2322, 

0.2352) for test lengths (30, 40, 50), showing similar results. Furthermore, the mean 

standard error for the guessing parameter was (0.0670, 0.0635, 0.0619) for test lengths 

(30, 40, 50), indicating that the guessing parameter's estimate was least accurate when 

the test length was 50, again reflecting the inverse relationship of standard error and 

estimation accuracy. 

Table 6: Analysis of Variance for the Standard Error of Estimates of Item Parameters 

by Test Length 

Parameter Source of 

Variation 

Sum of 

Squares 

Degrees 

of 

Freedom 

Mean 

Squares 

F 

Value 

Sig 

Discrimination Between Groups 0.007 2 0.004 0.527 0.590 

Within Groups 6.675 996 0.007 

Total 6.682 998  

Difficulty Between Groups 0.072 2 0.036 2.926 0.054 

Within Groups 12.187 996 0.012 

Total 12.259 998  

Guessing Between Groups 0.004 2 0.002 4.541 0.011 

Within Groups 0.430 996 0.000 

Total 0.434 998  

From the results of the analysis of variance (ANOVA), it is evident that there are no 

statistically significant differences in the estimates of the discrimination and difficulty 

parameters due to test length. This means that the estimates for these two parameters 

are unaffected by the test length. However, for the guessing parameter, the differences 

due to test length are statistically significant, indicating that the guessing parameter is 

influenced by the test length. 

To further understand the nature of these differences, post-hoc comparisons using the 

Scheffé method were conducted, as shown in Table 7. 

Table 7: Post-hoc Comparisons for Differences in Guessing Parameter Results Due to 

Test Length Using the Scheffé Method 

Test Length 30 40 50 

30 - 0.00351 0.00512* 

40 0.143 - 0.00161 

50 0.011 0.564 - 

Note: Values above the diagonal indicate differences, and values below the diagonal 

indicate the significance of these differences. 

From the post-hoc comparisons, it is evident that the differences in estimation accuracy 

favored the longer test (50 items) compared to the shorter test (30 items). 



 

Results related to Question 3: "Is there an effect of the number of response alternatives 

in the test items on the ability parameter for individuals according to the three-

parameter model?" 

To answer this question, the responses of the virtual individuals were analyzed on the 

generated tests that simulate the study's conditions. The ability of each sample 

individual was estimated using the three-parameter model, and the standard error of 

estimation for the ability parameter (Theta) was calculated. The mean standard error of 

estimation (SE) for Theta was then computed for different levels of response 

alternatives (three, four, and five) as shown in Table 8. 

Table 8: Theta Estimation Accuracy Based on the Number of Response Alternatives in 

the Test Items 

Number of Response Alternatives Count Mean Standard Deviation 

3 10669 0.4179 0.07655 

4 10669 0.4133 0.07561 

5 10669 0.4004 0.08263 

Total 32000 0.4106 0.07868 

From Table 8, it is clear that there are noticeable differences in the mean standard error 

of the Theta estimate based on the number of response alternatives in the test items. 

The mean standard error of estimation for Theta was (0.4179, 0.4133, 0.4004) when the 

number of response alternatives for the test items was (three, four, five), respectively. 

This indicates that the accuracy of Theta was better when the number of alternatives 

was greater (five), as the standard error of estimation is inversely related to the accuracy 

of the estimation. To determine the significance of these differences, analysis of 

variance (ANOVA) was conducted, as shown in Table 9. 

Table 9: Analysis of Variance for the Standard Error of Theta Estimation Based on the 

Number of Response Alternatives 

Source of 

Variance 

Sum of 

Squares 

Degrees of 

Freedom 

Mean 

Squares 

F-value Sign 

Between Groups 1.981 2 0.990 161.417 0.000 

Within Groups 220.846 31997 0.006 

Total 222.827 31999  

The results of the analysis of variance indicate significant differences in the accuracy 

of Theta estimation attributable to the number of response alternatives, and these 

differences are statistically significant at the level of significance (α < 0.05). To identify 



which conditions these differences favor, post-hoc comparisons using the Scheffé 

method were conducted, as shown in Table 10. 

Table 10: Post-hoc Comparisons for Differences in Theta Estimation Accuracy Based 

on the Number of Response Alternatives in the Test Items Using the Scheffé Method 

Number of Alternatives 3 4 5 

3 - 0.00462* 0.01753* 

4 0.000 - 0.01291* 

5 0.000 0.000 - 

*: The values above the diagonal indicate the differences, while those below indicate 

the significance of the differences. 

From the post-hoc comparison results, it can be concluded that the differences in the 

accuracy of Theta estimation were in favor of the larger number of response alternatives 

when comparisons were made between any of the alternatives. 

Results for Question 4: "Is there an effect of the number of response alternatives in 

the test items on the item parameters according to the three-parameter model?" 

To answer this question, responses of simulated individuals were analyzed on the 

generated tests that mimic the study's conditions. Item parameters were estimated 

according to the three-parameter model, and the accuracy of each parameter was 

represented by the standard error of the estimation. The mean standard error (se) for 

each item parameter was extracted based on the number of response alternatives in the 

test items, which had three levels (three, four, and five), as shown in Table 11. 

Table 11: Accuracy of Test Item Parameters Based on the Number of Response 

Alternatives in the Test Items 

Number of Alternatives Mean Standard Error of Parameter Accuracy 

Discrimination Difficulty Guessing 

3 Mean: 0.1884 0.2563 0.0659 

SD: 0.08245 0.12452 0.02119 

N: 324 324 324 

4 Mean: 0.1826 0.2351 0.0641 

SD: 0.08094 0.10393 0.01980 

N: 339 339 339 

5 Mean: 0.1856 0.2247 0.0607 

SD: 0.08225 0.10117 0.02129 

N: 336 336 336 

Total Mean: 0.1855 0.2384 0.0636 



SD: 0.08183 0.11083 0.02085 

N: 999 999 999 

From Table 11, it is observed that there are notable differences in the mean standard 

errors of parameter accuracy across different numbers of response alternatives. 

Specifically, the mean standard error for the discrimination parameter was (0.1884, 

0.1826, 0.1856) when the number of response alternatives was (three, four, and five) 

respectively. For the difficulty parameter, the mean standard error was (0.2563, 0.2351, 

0.2247) across the three conditions. For the guessing parameter, the mean standard error 

was (0.0659, 0.0641, 0.0607) when the number of response alternatives was (three, 

four, and five) respectively. This indicates that the guessing parameter's standard error 

decreased with the increase in the number of response alternatives, with the largest 

being when there were five alternatives. The standard error serves as an inverse 

indicator of estimation accuracy. 

To assess the significance of these differences, an analysis of variance (ANOVA) was 

conducted, as shown in Table 12. 

Table 12: Analysis of Variance (ANOVA) for the Standard Error of Parameter 

Estimation Based on the Number of Response Alternatives in the Test Items 

Parameter Source of 

Variation 

Sum of 

Squares 

Degrees 

of 

Freedom 

Mean 

Squares 

F 

Value 

Sig 

Discrimination Between Groups 0.006 2 0.003 

0.416 0.660 Within Groups 6.676 996 0.007 

Total 6.682 998  

Difficulty Between Groups 0.171 2 0.085 

7.031 0.001 Within Groups 12.088 996 0.012 

Total 12.259 998  

Guessing Between Groups 0.005 2 0.002 

5.373 0.005 Within Groups 0.429 996 0.000 

Total 0.434 998  

From the results of the ANOVA, it is observed that there are no statistically significant 

differences in the discrimination parameter based on the number of response 

alternatives in the test items, meaning that the discrimination parameter is not affected 

by the number of response alternatives. However, significant differences were found 

for the difficulty and guessing parameters, indicating that both of these parameters' 

accuracies are affected by the number of response alternatives. 

To further understand which groups the differences are in favor of, post-hoc 

comparisons using the Scheffé method were conducted, as shown in Table 13 and 

Table 14. 

 



Table 13: Post-hoc Comparisons of Difficulty Parameter Differences Based on the 

Number of Response Alternatives Using Scheffé Method 

Number of Alternatives 3 4 5 

3 - 0.02119* 0.03161* 

4 0.047 - 0.01042 

5 0.001 0.470 - 

The values above the diagonal indicate the differences, and the values below indicate 

statistical significance. 

From the post-hoc comparisons, it is clear that the differences in the difficulty 

parameter were in favor of the groups with four and five alternatives, compared to the 

group with three alternatives. 

Table 14: Post-hoc Comparisons of Guessing Parameter Differences Based on the 

Number of Response Alternatives Using Scheffé Method 

Number of Alternatives 3 4 5 

3 - 0.00182 0.00521* 

4 0.530 - 0.00339 

5 0.006 0.106 - 

The values above the diagonal indicate the differences, and the values below indicate 

statistical significance. 

From the post-hoc comparisons, it is observed that the differences in the 

guessing parameter were in favor of the group with five alternatives, compared to the 

group with three alternatives, These findings suggest that increasing the number of 

response alternatives can enhance the accuracy of the difficulty and guessing 

parameters, whereas the discrimination parameter remains unaffected by the number of 

alternatives. 

The results related to the fifth question, which states: 

 "Is there an effect of sample size on the ability parameter of individuals according to 

the three-parameter model?" 

To answer this question, the responses of virtual individuals were analyzed based on 

the generated tests that simulate the study's conditions. The ability of each individual 

in the sample was estimated according to the three-parameter model, and the accuracy 

of the theta parameter was extracted, represented by the standard error of estimation. 

The mean of the standard error of estimation (se) for the theta parameter was also 

calculated in light of the experimental condition's simulation, specifically for the three 

sample size levels (500, 1000, 2000) individuals, as shown in Table (15). 



Table (15) Accuracy of Theta Parameter by Sample Size 

Sample Size Mean (SE) Standard Deviation 

500 0.3908 0.08619 

1000 0.4115 0.07952 

2000 0.4141 0.07615 

Total 0.4106 0.07868 

From Table (15), noticeable differences in the mean standard errors of accuracy for the 

theta parameter are observed across different sample sizes. The mean standard error of 

the theta parameter was (0.3908, 0.4115, 0.4141) for sample sizes of (500, 1000, 2000) 

individuals, respectively. This means that the accuracy of the theta parameter was 

greater when the sample size was smaller (500 individuals), as the standard error of 

estimation serves as an inverse indicator of accuracy. To determine the statistical 

significance of these differences, an analysis of variance was conducted, as shown in 

Table (16). 

Table (16): Analysis of Variance in the Standard Error of Theta by Sample Size 

Source of 

Variation 

Sum of 

Squares 

Degrees 

of 

Freedom 

Mean 

Squares 

F Value Sig 

Between 

Groups 
2.054 2 1.027 

167.473 .000 Within Groups 220.772 31997 .006 

Total 222.827 31999  

The results of the analysis of variance indicate significant differences in the precision 

of the Theta coefficient due to sample size, with statistical significance at the 

significance level (α < 0.05). To identify which groups the differences favor, post-hoc 

comparisons were conducted using the Scheffé method, as shown in Table (17). 

Table (17): Post-hoc Comparisons of Differences in Theta Coefficient Precision 

by Sample Size Using Scheffé Method 

Sample Size 3 4 5 

500 - -0.0207* -0.0233* 

1000 0.000 - -0.0025* 

2000 0.000 0.000 - 

*: Values above the diagonal indicate the differences, while values below the diagonal 

indicate the significance of the differences. 

The post-hoc comparisons indicate that the differences in the precision of the Theta 

coefficient favored the smaller sample sizes when comparisons were made between any 

of the groups. 



 

The results related to the sixth question, which states, "Is there an effect of sample size 

on item parameters according to the three-parameter model?" To answer this question, 

the responses of virtual individuals to the generated tests simulating the study's 

conditions were analyzed. Item parameters were estimated according to the three-

parameter model, and the precision of each was represented by the standard error of 

estimation. The mean value of the standard estimation error (SE) for the estimation of 

each item parameter was also calculated for the virtual test items, simulating 

experimental conditions, specifically sample size, which had three levels (500, 1000, 

2000), as shown in Table (18). 

Table (18): Item Parameter Precision by Sample Size 

Number of Alternatives Mean Standard Error of Parameter Accuracy 

Discrimination Difficulty Guessing 

3 Mean: 0.2400 0.2634 0.0693 

SD: 0.08792 0.10475 0.01829 

N: 352 352 352 

4 Mean: 0.1790 0.2444 0.0644 

SD: 0.06469 0.11257 0.02011 

N: 337 337 337 

5 Mean: 0.1306 0.2037 0.0562 

SD: 0.04295 0.10711 0.02220 

N: 310 310 310 

Total Mean: 0.1855 0.2384 0.0636 

SD: 0.08183 0.11083 0.02085 

N: 999 999 999 

From Table (18), it is observed that there are differences in the mean standard errors of 

item parameter precision based on sample size. The mean standard error of the 

discrimination parameter was 0.2400, 0.1790, and 0.1306 for sample sizes of 500, 1000, 

and 2000, respectively. This indicates that the discrimination parameter was more 

precise when the sample size was larger (2000). The standard error of estimation is 

inversely related to estimation precision. Similarly, the mean standard error for the 

difficulty parameter was 0.2634, 0.2444, and 0.2037 for sample sizes of 500, 1000, and 

2000, respectively. For the guessing parameter, the mean standard error was 0.0693, 

0.0644, and 0.0562 for sample sizes of 500, 1000, and 2000, respectively. Therefore, 

the guessing parameter's precision improved as the sample size increased (2000). To 

assess the significance of these differences, an analysis of variance was conducted, as 

shown in Table (19). 



Table (19): Analysis of Variance in Standard Error of Estimation for Each Item 

Parameter by Sample Size 

Parameter Source of 

Variation 

Sum of 

Squares 

Degrees 

of 

Freedom 

Mean 

Squares 

F Value Sig 

Discrimination Between 

Groups 
1.993 2 0.996 

211.658 .000 Within Groups 4.689 996 0.005 

Total 6.682 998  

Difficulty Between 

Groups 
0.605 2 0.302 

25.852 .000 Within Groups 11.654 996 0.012 

Total 12.259 998  

Guessing Between 

Groups 
0.028 2 0.014 

34.900 .000 Within Groups 0.406 996 0.000 

Total 0.434 998  

The results of the analysis of variance indicate statistically significant differences in the 

precision of each item parameter due to sample size. This suggests that the precision of 

the item parameter estimates is affected by sample size. To identify which groups the 

differences favor, post-hoc comparisons were conducted using the Scheffé method, as 

shown in Tables (20), (21), and (22). 

Table (20): Post-hoc Comparisons of Differences in Discrimination Parameter 

Results by Sample Size Using Scheffé Method 

Sample Size 500 1000 2000 

500 - 0.06102* 0.10936* 

1000 0.000 - 0.04834* 

2000 0.000 0.000 - 

*: Values above the diagonal indicate differences, and values below the diagonal 

indicate the significance of the differences. 

The post-hoc comparisons reveal that the differences in the discrimination parameter 

results favored the larger sample size when compared to the smaller sample size for 

each pair. 

Table (21): Post-hoc Comparisons of Differences in Difficulty Parameter Results 

by Sample Size Using Scheffé Method 

Sample Size 500 1000 2000 

500 - 0.01900 0.05968* 

1000 0.071 - 0.04068* 

2000 0.000 0.000 - 



*: Values above the diagonal indicate differences, and values below the diagonal 

indicate the significance of the differences. 

The post-hoc comparisons show that the differences in the difficulty parameter results 

favored the sample size of 2000 when compared to the smaller sample sizes (500 and 

1000). 

Table (22): Post-hoc Comparisons of Differences in Guessing Parameter Results 

by Sample Size Using Scheffé Method 

Sample Size 500 1000 2000 

500 - 0.00485* 0.01305* 

1000 0.007 - 0.00820* 

2000 0.000 0.000 - 

*: Values above the diagonal indicate differences, and values below the diagonal 

indicate the significance of the differences. 

The post-hoc comparisons indicate that the differences in the guessing parameter results 

favored the larger sample size when compared to the smaller sample size for each pair. 

Summary of Study Results, Recommendations, and Suggested Research 

• Interpretation of Results Related to the First Question: "Is there an effect 

of test length on the ability parameter for individuals according to the 

three-parameter model?" 

The results of this question indicate that there are no differences in the precision 

of the Theta coefficient attributed to test length. This outcome can be explained 

by the mechanism of the Theta coefficient, as it relies on the marginal 

conditional probability, which compares the estimated score using the model 

with the probability of response to the items, regardless of the total score on the 

test. According to previous studies, such as Lord’s, the sample sizes used in this 

study are sufficient for precise Theta coefficient estimation. This, in turn, 

nullifies any differences in estimation precision due to varying test lengths. 

These findings contradict those of(Fernandes et al., 2023; Shibata & Uto, 2022), 

who suggested that the precision of the Theta coefficient for individuals 

increases with the number of test items. 

• Interpretation of Results Related to the Second Question: "Is there an 

effect of test length on item parameters according to the three-parameter 

model?" 

The results of this question indicate that the length of the test only affects the 

guessing parameter, favoring longer tests. This can be explained by the lower 



ability levels simulated by the guessing parameter, where an increase in the 

number of test items provides additional information that can more accurately 

estimate the guessing parameter. In contrast, the difficulty and discrimination 

parameters do not show similar behavior. The difficulty parameter requires 

items of varying levels of difficulty, which supports the observation of the test 

information function, the inverse of the estimation error. The test information 

function equations reveal that the guessing parameter has a different 

relationship than the difficulty and discrimination parameters and occupies 

distinct positions in the test information function. This result aligns with the 

findings of (Silva et al., 2023; Siraji et al., 2023; Wang et al., 2022). 

• Interpretation of Results Related to the Third Question: "Is there an effect 

of the number of response alternatives for test items on the ability 

parameter for individuals according to the three-parameter model?" 

The results of this question indicate that the number of alternatives affects the 

precision of the Theta coefficient, favoring tests with a greater number of 

alternatives. This can be explained by the ability of response alternatives to 

better determine an individual’s ability. The number of alternatives is inversely 

related to random correct responses. As the number of alternatives increases, 

the number of randomly correct responses decreases, enabling the model to 

more accurately determine the individual's ability. Figure (9) illustrates this 

relationship. 

 

Figure (9): The Relationship Between the Number of Alternatives and the 

Probability of Random Correct Responses 

It can be observed from Figure (9) that the level of random probability decreases as the 

number of alternatives increases, which enables a more accurate estimation of the 

individual's ability. 

• Interpretation of Results Related to the Fourth Question: "Is there an effect of 

the number of response alternatives for test items on the item parameters 

according to the three-parameter model?" 



The study found that the number of alternatives affects the precision of the difficulty 

and guessing parameters only, and this effect is positive. An increase in the number 

of alternatives improves the accuracy of both the difficulty and guessing 

coefficients. This can be explained by the increased ability of the model to predict 

as the number of alternatives increases, which is sometimes referred to as the 

model's probabilistic space. Figure (10) illustrates this. 

 

Figure (10): The Relationship Between the Number of Alternatives and the 

Probability of Responding to an Item 

It can be observed from the figure that the number of response alternatives plays a 

crucial role in the guessing parameter, which in turn affects the probabilistic range of 

the model. In items with two alternatives, the probabilistic range is from 0.5 to 1, 

indicating a range of 0.5, which is considered low. Therefore, the three-parameter 

model is able to make predictions with a lower degree of certainty, which impacts its 

ability to estimate accurately. On the other hand, for items with five alternatives, the 

probabilistic range spans from 0.2 to 1, representing a range of 0.8, which is relatively 

high. As a result, the three-parameter model is more capable of making highly accurate 

predictions, leading to better estimation precision. This finding is consistent with the 

study by(Charamba et al., 2023; Cotter et al., 2023; Effatpanah & Baghaei, 2023), 

which showed that a test with three alternatives was the most effective in multiple-

choice testing. 

• Interpretation of Results Related to the Fifth Question: "Is there an effect 

of sample size on the ability parameter for individuals according to the 

three-parameter model?" 

The study found that sample size does affect the precision of the Theta 

coefficient, with smaller sample sizes being more beneficial. This result aligns 

with previous studies that identified optimal sample sizes based on test length. 

Specifically, Lord’s reference indicated that a sample size of 1000 is suitable 
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for a test with 50 items. In this study, the average test length was fewer than 40 

items, suggesting that the ideal sample size should be smaller than 1000. The 

findings showed that a sample size of 500 yielded the best estimation accuracy 

compared to sample sizes of 1000 and 2000. Furthermore, an important 

consideration is that estimation relies on response patterns. A test with a large 

number of items requires a sufficient number of individuals to cover the possible 

response patterns for effective estimation. However, increasing the sample size 

may lead to repeated or conflicting response patterns, which can hinder optimal 

estimation. Increasing the sample size while keeping the number of items 

constant reduces the model’s effectiveness for the Theta coefficient, but 

enhances its effectiveness for item parameters. 

• Interpretation of Results Related to the Sixth Question: "Is there an effect 

of sample size on item parameters according to the three-parameter 

model?" 

The study found that sample size affects the precision of item parameters, 

favoring larger sample sizes. This outcome can be explained by the model's 

reliance on response patterns. With a sufficient number of items, a larger sample 

size is needed to cover the potential response patterns, enabling the model to 

estimate item parameters more effectively. As the sample size increases, the 

response patterns follow a more normal distribution around the item parameters, 

reinforcing the accuracy of the item parameters. Thus, a larger sample size with 

a constant number of items enhances the model’s effectiveness for estimating 

item parameters while decreasing its effectiveness for estimating the Theta 

coefficient. 

Recommendations 

In light of the results obtained, the researchers recommend the following: 

First: Practical Recommendations 

• The test should be at least 30 items long when the goal is to estimate the Theta 

coefficient accurately. 

• The test should consist of at least 50 items when the goal is to estimate item 

parameters according to the three-parameter model, with a specific focus on the 

guessing parameter. 

• Increase the number of response alternatives to the maximum possible extent to 

ensure greater accuracy in estimating the Theta coefficient and item parameters. 



• A suitable sample size should be selected that aligns with the length of the test 

when estimating the Theta coefficient. A larger sample size should be used 

when the goal is to estimate item parameters. 

• To enhance the quality of Theta coefficient estimates, the sample size should 

not exceed the point at which the model can no longer accurately account for 

response patterns, especially for tests with shorter lengths. 

• When constructing a test, researchers should carefully balance between test 

length and sample size to ensure optimal precision in both item parameter 

estimation and Theta coefficient accuracy. 

• In situations where multiple item types are used (e.g., multiple-choice, 

true/false), it's important to adjust the test design to accommodate the unique 

characteristics of each item type for more reliable estimates. 

Second: Theoretical Recommendations 

• The researchers recommend replicating the study using multiple response item 

response theory (IRT) models to explore the effects of different response 

patterns on the accuracy of estimates. 

• The study should be extended to compare the three-parameter model with other 

widely used models such as the unidimensional and bidimensional IRT models 

to assess the robustness of findings across various test designs. 

• Further investigation should be carried out into the effect of varying item 

difficulty levels on Theta coefficient estimation, particularly in tests with a large 

number of items. 

• Future research could focus on refining the estimation of item parameters in 

tests with small sample sizes to understand the boundary conditions where 

accurate estimation is still achievable. 

• Researchers should also explore the influence of test-taking strategies (e.g., 

guessing behaviors) on the reliability of estimates within the three-parameter 

model framework. 

Future Research Proposals: 

1. "Investigating the Impact of Test Length on the Accuracy of Theta Coefficient 

Estimation in Educational Assessments." 

2. "The Effect of Sample Size Variability on Item Parameter Estimation in Three-

Parameter Models." 



3. "Exploring the Relationship Between Response Alternatives and Item 

Parameter Accuracy in Item Response Theory Models." 

4. "Comparing the Performance of Three-Parameter and Two-Parameter Item 

Response Models in Large-Scale Educational Testing." 

5. "Examining the Role of Item Difficulty Variations in Enhancing the Accuracy 

of Theta Coefficient Estimates." 

6. "Evaluating the Effectiveness of Multiple-Response Item Response Theory 

Models in Predicting Student Ability." 

7. "An Investigation of Optimal Sample Size for Accurate Theta Coefficient 

Estimation in Shortened Tests." 

8. "The Influence of Test Format (Multiple Choice vs. True/False) on Item 

Parameter Estimation in the Three-Parameter Model." 

9. "Assessing the Impact of Test-Taking Behaviors on the Accuracy of Item 

Parameter and Theta Coefficient Estimates." 

10. "A Comparative Study of Unidimensional and Bidimensional Models in 

Estimating Item Parameters and Theta Coefficients." 

11. "Exploring the Limitations and Boundaries of Item Response Theory Models in 

Tests with Small Sample Sizes." 

12. "The Role of Test Design and Response Distribution in Improving the Accuracy 

of Ability Estimates in Educational Assessment." 

13. "Effects of Varying Response Option Quantities on the Precision of Estimating 

Item Parameters in Large-Scale Tests." 

14. "Developing a Framework for Optimizing Test Design Based on Response 

Pattern Analysis and Model Fit." 

15. "An Investigation into the Use of Simulation-Based Approaches for Enhancing 

the Calibration of Item Response Theory Models." 
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