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EXISTENCE AND STABILITY OF THE SOLUTION OF AN

IMPLICIT SET-VALUED FUNCTIONAL DIFFERENTIAL

EQUATION WITH PARAMETERS

SOMYYA S. AMRAJAA AND FATHI S. EMHARAB

Abstract. A set-valued function, also called a correspondence or set-valued
relation, is a mathematical function that maps elements from one set, the

domain of the function, to subsets of another set. Set-valued functions are

used in a variety of mathematical fields, including optimization, control theory
and game theory.

The set-valued functional differential equation has been widely applied in
mathematics, physics, optimizations, optimal control, as well as economics and

finance.[2, 3, 5, 6].

Here, we study the initial-value problem of a set-valued implicate functional
differential equation with parameters.

The existence of solution and its continuous dependence on parameters will be

proved.

1. Introduction

Let F : I = [0, T ]×R×R → 2R be a nonempty, compact and convex set-valued
function on I ×R, [4] and SF be the set of Lipschitz selection of the set-valued
function F [7]. Let γ ∈ (0, 1) and µ be two parameters.
Here, we study the existence of solutions of the parametric set-valued implicit
functional differential equation

dx(t)

dt
∈ F (t,

dx(γt)

dt
, µ ), t ∈ (0, T ] (1)

with the initial value

x(0) = x0. (2)
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The existence of solutions x ∈ C[0, T ], C[0, T ] is the Banach space of continuous
functions defined on [0, T ], will be proved. The continuous dependence of the
solutions on the initial value x0 and the parameters γ. µ will be proved also.

2. Existence of solutions

Consider the problem (1)-(2) under the following assumptions
(1) F : I ×R → P (R) is nonlinear, nonempty, compact and convex set-valued

function for all (t, x, µ) ∈ I ×R×R.
(2) F is Lipschitzian with a constant L > 0, i.e.

H(F (t, x, µ), F (s, y, µ)) ≤ L(|t− s|+ |x− y|).

Remark 1 [8] [9] From the assumptions (1)-(2) we can deduce that there
exists f ∈ SF , such that

dx(t)

dt
= f(t,

dx(γt)

dt
, µ ), t ∈ (0, T ] (3)

where

(i) f : I ×R → R is a continuous for every (t, x) ∈ I ×R.
(ii) f is Lipschitzian with a constant L > 0, i.e.

|f(t, x(t), µ)− f(s, y(s), µ)| ≤ L(|t− s|+ |x(t)− y(s)|).

So, every solution of the problem (3)-(2) is a solution of the problem (1)-
(2).
Now, let dx

dt = y(t), t ∈ [0, T ], then we obtain

x(t) = x0 +

∫ t

0

y(s)ds, (4)

and

x(γt) = x0 +

∫ γt

0

y(s)ds,

then
dx(γt)

dt
= γy(γt)

and from (3) we obtain the functional equation

y(t) = f(t, γy(γt), µ), t ∈ (0, T ] (5)

Now, we have the following existence theorem

Theorem 2.1. Let the assumptions (1)-(2) be satisfied. If γL < 1, then the func-
tional equation (5) has a unique solution x ∈ C[0, T ].

proof. Let A be defined by

Ay(t) = f(t, γy(γt), µ).

Let y ∈ C[0, T ], and let t1, t2 ∈ [0, T ] such that |t2 − t1| < δ, then
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|Ay(t2)−Ay(t1)| = |f(t2, γy((γt2), µ)− f(t1, γy(γt1), µ)|
≤ |f(t2, γy((γt2), µ)− f(t1, γy((γt2), µ)

+f(t1, γy((γt2), µ)− f(t1, γy((γt1), µ)|
≤ |f(t2, γy(γt2), µ)− f(t1, γy(γt2), µ)|

+|f(t1, γy(γt2), µ)− f(t1, γy(γt1), µ)|
≤ |f(t2, γy(γt2)))− f(t1, γy(γt2), µ)|+ L|γy(γt2))− γy(γt1))|
≤ |f(t2, γy(γt2)))− f(t1, γy(γt2), µ)|+ γL|y(γt2))− y(t1))|
≤ L|t2 − t1|+ γL|y(γt2))− y(γt1))|

This prove that A : C[0, T ] → C[0, T ]
Now we prove that A is contraction.
Let y, ȳ ∈ C[0, T ], then

|Ay(t)−Aȳ(t)| = |f(t, γy(γt), µ)− f(t, γȳ(γt), µ)|
≤ γL||y(γt)− γȳ(γt)| ≤ γL∥y − ȳ∥,

then
∥ Ay −Aȳ ∥≤ γL ∥ y − ȳ ∥

since γL < 1, then A is contraction, then by using Banach fixed point Theorem
[1, 10] there exists a unique solution y ∈ C[0, T ] of the functional equation (5).

Corollary 2.0. Let the assumptions of Theorem (2.1) be satisfied, then ∀f ∈ SF

the problem (1)-(2) has a unique solution x ∈ C[0, T ].

3. Continuous dependence of the solution

Definition 1. The unique solution of the problem (4) depends continuously on
initial data x0, if ϵ > 0 ,∃δ > 0 such that

|x0 − x∗
0| ≤ δ ⇒ ∥x− x∗∥ ≤ ϵ

where x∗ is the unique solution of

x∗(t) = x∗
0 +

∫ t

0

y(s)ds

Theorem 3.2. Let the assumption of Theorem (2.1) be satisfied, then the unique
solution of (4) depends continuously on x0

Proof. Let x(t) and x∗(t) be the solutions of problem (4), then

∥x− x∗∥ = |x0 +

∫ t

0

y(s)ds− x∗
0 −

∫ t

0

y(s)ds|

≤ |x0 − x∗
0|

≤ δ ≤ ϵ

then

∥x− x∗∥ ≤ ϵ
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This proves the continuous dependence of the solution on initial data x0, of the
problem (4).
Definition 2. The unique solution of the problem (5) depends continuously on γ,
if ϵ > 0 ,∃δ > 0 such that

|γ − γ∗| ≤ δ ⇒ ∥y − y∗∥ ≤ ϵ

where y∗ is the unique solution of

y∗(t) = f(t, γ∗y∗(γ∗t), µ) (6)

Theorem 3.3. Let the assumption of Theorem 1 be satisfied, then the unique so-
lution of (5) depends continuously on γ

Proof. Let y(t) and y∗(t) be the solutions of problem (5), then

∥y − y∗∥ = |f(t, γy(γt), µ)− f(t, γ∗y∗(γ∗t), µ)|
≤ |f(t, γy(γt), µ)− f(t, γ∗y(γt), µ)

+f(t, γ∗y(γt), µ)− f(t, γ∗y∗(γt), µ)|
≤ |f(t, γy(γt), µ)− f(t, γ∗y(γt), µ)|
+|f(t, γ∗y(γt), µ)− f(t, γ∗y∗(γt), µ)|
≤ L(|γy(γt)− γ∗y(γt)|+ |γ∗y(γt)− γ∗y∗(γt)|)
≤ L(∥y∥|γ − γ∗|+ γ∗|y(γt)− y(γ∗t)|)
≤ L∥y∥δ + Lδ1 ≤ ϵ

then

∥y − y∗∥ ≤ ϵ

This proves the continuous dependence of the solution on γ, of the problem (5).

Corollary 3.0. Let the assumptions of Theorem (2.1) be satisfied, then from defi-
nition 2, we obtain

x∗(t) = x0 +

∫ t

0

y∗(s)ds, (7)

and the equation (4), we get

∥x− x∗∥ = |x0 +

∫ t

0

y(s)ds− x0 +

∫ t

0

y∗(s)ds|

≤
∫ t

0

|y(s)− y∗(s)|ds

≤ ∥y − y∗∥
≤ ϵ,

then

∥x− x∗∥ ≤ ϵ
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Definition 3. The unique solution of the problem (5) depends continuously on
µ, if ϵ > 0 ,∃δ > 0 such that

|µ− µ∗| ≤ δ ⇒ ∥y − y∗∥ ≤ ϵ

where y∗ is the unique solution of

y∗(t) = f(t, γy∗(γt), µ∗) (8)

Theorem 3.4. Let the assumption of Theorem 1 be satisfied, then the unique so-
lution of (5) depends continuously on µ

Proof. Let y(t) and y∗(t) be the solutions of problem (5), then

∥y − y∗∥ = |f(t, γy(γt), µ)− f(t, γy∗(γt), µ∗)|
≤ |f(t, γy(γt), µ)− f(t, γy∗(γt), µ)

+f(t, γy∗(γt), µ)− f(t, γy∗(γt), µ∗)|
≤ |f(t, γy(γt), µ)− f(t, γy∗(γt), µ)|
+|f(t, γy∗(γt), µ)− f(t, γy∗(γt), µ∗)|
≤ L(γ|y(γt− y∗(γt)|+ |µ− µ∗|)
≤ γL|y(γt)− y∗(γt)|+ Lδ

≤ γL∥y − y∗∥+ Lδ ≤ ϵ,

then

∥y − y∗∥ ≤ Lδ(1− γL)−1 ≤ ϵ

then

∥y − y∗∥ ≤ ϵ

This proves the continuous dependence of the solution on µ, of the problem (5).

Corollary 3.0. Let the assumptions of Theorem (2.1) be satisfied, then from defi-
nition 3, we obtain

x∗(t) = x0 +

∫ t

0

y∗(s)ds, (9)

and the equation (4), we get

∥x− x∗∥ = |x0 +

∫ t

0

y(s)ds− x0 +

∫ t

0

y∗(s)ds|

≤
∫ t

0

|y(s)− y∗(s)|ds

≤ ∥y − y∗∥
≤ ϵ,

then

∥x− x∗∥ ≤ ϵ
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4. Example 1.

Consider the following equation

y(t) = t4e−t+ γy(γt) +
1

4
µ,

then

|f(s, γy(γt), µ)| = |t4e−t+ γy(γt) +
1

4
µ|

≤ L(|t4e−t|+ |γy(γt)|+ 1

4
µ)

It is clear that the assumptions (1) and (2) of Theorem (2.1) are satisfied with
a(t) = t4e−t ∈ C[0, T ],
and let, L = 1

4 , therefor, by applying theorem (2.1),
the equation (5) has continuous solution.

5. Example 2.

Consider the following equation, since the equation (3) transformed to function
equation (5), then

dx(t)

dt
=

√
t+ 2 +

1

2

d(x(γt))

dt
+

1

2
µ,

then

|f(t, dx(γt)
dt

, µ)| = |f(
√
t+ 2 +

dx(γt))

dt
+

1

2
µ)|

≤ 1

2
(|dx(γt))

dt
|+ µ)

It is clear that the assumptions (1) and (2) of Theorem (2.1) are satisfied with
a(t) =

√
t+ 2 ∈ C(0, T ] ,

and let, γ = 1
2 , L = 1

2 , therefor, by applying theorem (2.1),
the equation (3) has continuous solution.
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