
Abstract

Lung Cancer Classification using Convolutional Neural Networks (CNN) has emerged as a critical research
endeavor in medical imaging, holding profound implications for early diagnosis and effective treatment.
The accurate categorization of lung cancer plays a pivotal role in enhancing patient outcomes and re-
ducing mortality rates. This study presents a comprehensive study leveraging the power of CNNs to
achieve robust and high-performing lung cancer classification. The study capitalizes on two distinct
datasets, comprising 1097 and 364 lung images, respectively. The methodological progression unfolds
with meticulous data scaling, followed by a judicious 80:10:10 data split to facilitate model training, vali-
dation, and testing. To address the class imbalance, an innovative approach utilizing Synthetic Minority
Over-sampling Technique (SMOTE) is employed, bolstering the learning process on both training and val-
idation sets. The crux of the study lies in the meticulously designed CNN architecture, boasting a stratified
composition of 9 layers. Anchored by the quintessential convolutional layers, the model adeptly captures
intricate hierarchical features inherent to the input 2D lung images. These acquired representations are
seamlessly channeled through dense layers, culminating in the accurate and confident classification of
each image into its respective class. The experimental outcomes underscore the potency of the proposed
approach, with the first model yielding an impressive accuracy of 99.1%, while the second dataset achieves
remarkable perfection with a 100% accuracy rate. This research serves as a significant stride towards the
realization of a reliable and efficient tool for lung cancer classification, holding promise for early detection
and personalized medical interventions.

Keywords: Lung Cancer Classification, Convolutional Neural Networks (CNN), Medical Imaging, Early
Diagnosis, Class Imbalance, Synthetic Minority Oversampling Technique (SMOTE)

1. Introduction

In 2018, an estimated 9.6 million fatalities were
attributed to lung cancer, making it the leading
cause among various types. Lung cancer accounts
for around 84% of these deaths, with approxi-
mately 2.09 million cases and 1.76 million fatali-
ties [1]. This places lung cancer among the most
lethal diseases. The disease involves the rapid
multiplication of abnormal lung cells, which can

Email address: ola_salah@science.suez.edu.eg (Ola
S Khedr)

swiftly spread through the bloodstream and lymph
fluid. Metastasis, which is the term for this phe-
nomenon, is notably aided by the natural flow of
lymph towards the center of the chest, directing
cancer cells in that direction. Detecting lung can-
cer early is vital because it often shows symptoms
only when it has advanced, making treatment pro-
gressively more challenging. Diagnostic methods
such as Computed Tomography (CT) and Positron
Emission Tomography (PET) are valuable tools in
this regard, Magnetic Resonance Imaging (MRI),
and X-ray capture lung images for examination.
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CT imaging, renowned for its ability to provide
clear views devoid of overlapping structures, is the
most widely used method. Despite the accuracy of
CT scans, identifying and characterizing cancer is
intricate. Employing image processing and deep
learning methods can enhance accuracy in lung
cancer detection. These approaches aid in identi-
fying tumor presence, size, shape, and location, a
formidable task for accurate diagnosis.

In recent years, deep learning has emerged as a
transformative force in the field of medical imag-
ing, revolutionizing the way we approach disease
diagnosis and classification. Among the myriad
applications, lung cancer classification stands as a
critical pursuit that holds the potential to signifi-
cantly enhance patient outcomes and reduce mor-
tality rates [2] [3]. Lung cancer, a pervasive and
often fatal disease, necessitates swift and accurate
categorization for timely intervention and tailored
treatment plans. This paper embarks on a journey
into the realm of cutting-edge technology, delv-
ing into the realm of deep learning, specifically fo-
cusing on CNNs, to address the challenges of lung
cancer classification. By harnessing the power of
deep neural networks, this study aims to unravel
intricate patterns within medical images, enabling
precise and early-stage identification of lung can-
cer subtypes. As the medical community seeks to
augment its diagnostic arsenal, this research con-
tributes to the ongoing quest for robust and reli-
able tools that redefine the landscape of lung can-
cer detection, ultimately culminating in improved
patient care and survival rates. This paper utilizes
CNNs for lung cancer classification, employing two
datasets. The methodology includes preprocess-
ing, SMOTE for balance, and a robust CNN archi-
tecture. It represents a significant step toward an
accurate and transformative lung cancer diagnosis.
Certainly, here are the contribution points in a con-
cise format

• Integrated Approach: Uniting CNNs with pre-
processing and SMOTE enhances lung cancer clas-
sification.

• Diverse Dataset Impact: Dual datasets boost
model robustness and pattern recognition.

• Balancing Imbalanced Classes: SMOTE tackles
class imbalance for nuanced classification.

• Methodological Clarity: Framework aids re-
searchers with clear steps for lung cancer classifi-
cation.

• Early Detection Potential: High accuracy en-
ables timely intervention for improved patient out-
comes.

2. Related works

Numerous researchers have directed their ef-
forts toward the classification of lung cancer. This
segment of the paper delves into a selection of
these studies, examining their methodologies and
findings to provide a comprehensive overview of
the landscape.Nanglia et al., 2021 [4] investigated
a hybrid lung cancer classification approach using
SVM and neural networks. The KASC algorithm
combines SURF feature extraction, GA optimiza-
tion, SVM (polynomial kernel), and FFBPNN. It
compares KASC’s performance with Linear Ker-
nel KASC and Nanglia et al.’s work. Results reveal
KASC (Polynomial Kernel) outperforms Linear
Kernel KASC and the reference work. KASC’s av-
erage accuracy is 0.76% higher and 2.04% better
than the reference. On the other hand, Kasi-
nathan & Jayakumar, 2022, [5] tackled complex
lung tumor stage classification through an in-
novative computer-aided diagnostic approach.
To aid radiologists and enhance diagnostic in-
sights, their multifaceted method leverages a deep
neural model and cloud-based data collection.
Their hybrid Cloud-LTDSC framework integrates
a Cloud-based Lung Tumor Detector and Stage
Classifier for PET/CT images. By combining active
contour modeling and a multilayer convolutional
neural network (M-CNN), they accurately classify
lung cancer stages. Validation against bench-
mark images demonstrates superior accuracy,
recall, and precision compared to existing meth-
ods, with their approach achieving outstanding
performance metrics an average lung tumor stage
classification accuracy ranging from 97% to 99.1%
and an impressive 98.6% average. Also, Rong et
al., 2021 [6] aimed to create an advanced trans-
fer learning classification approach for the early
detection and categorization of lung cancer. The
method proposed involved blending a CNN with
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a Convolutional Autoencoder (CAE). The exper-
imentation involved a dataset containing three
distinct forms of omics data: mRNA expression,
miRNA-seq data, and DNA methylation data. This
dataset was sourced from The Cancer Genome
Atlas (TCGA) and underwent preprocessing. The
study’s findings revealed that the devised tech-
nique, termed CC2DT, demonstrated exceptional
performance, achieving a remarkable accuracy of
82.4%. Also, Taher et al., 2021 [7] aimed to assess
diverse machine learning methods for classifying
lung tumors. The techniques examined encom-
passed CNN, SVM, ANN, MLP, KNN, EDM, and
RF. For the CNN approach, 1000 CT scans featur-
ing varying nodule sizes were employed, with 70
images for training and 30 for testing. SVM em-
ployed an 80-image dataset containing Chronic
Obstructive Pulmonary Disease (COPD) and Id-
iopathic Pulmonary Fibrosis (IPF) cases, using 48
for training and 32 for testing. ANN utilized 111
CT images for stage 1 lung cancer and 73 for stage
2, splitting 70% for training and 30% for testing.
MLP and KNN employed DICOM CT images (1018
cases) from LIDC-IDRI, with training sets com-
prising 4877 normal, 36 benign, and 53 malignant
cases, and testing sets including 1221 normal, 7
benign, and 14 malignant cases. The EDM method
trained on 100 CT scans. The technique accu-
racies varied. CNN achieved 96% accuracy with
30 test images, while SVM reached 96% accuracy
with 32 test images. ANN, MLP, KNN, and RF at-
tained accuracies of 92.68%, 98.31%, 98.30%, and
89.90%, respectively. EDM displayed the lowest
accuracy at 77.8%. Another research by Elnakib et
al., 2020 [8] proposed a computer-aided detection
(CADe) system for early lung cancer identification
through optimized deep learning. The techniques
involved preprocessing LDCT data, extracting
deep learning features using distinct CNN models
(Alex, VGG16, VGG19), optimizing features via a
genetic algorithm (GA), and classifying LDCT im-
ages as normal or cancerous based on optimized
features. The dataset encompassed 320 LDCT
images, divided into 75% training and 25% test-
ing sets. Training occurred in two phases: GA to
choose key features and classifier training based
on these features. Equal numbers of normal and

cancerous images were present in both sets to pre-
vent bias. The top detection accuracies achieved
using SVM as the classifier were 88.8%, 91.2%,
and 86.3% with Alex, VGG16, and VGG19 mod-
els respectively. GA optimization further raised
accuracies to 92.5%, 91.3%, and 96.3% with Alex,
VGG16, and VGG19 models. Salama et al., 2022 [9]
introduce two categories of deep models. The
initial model serves as a generative mechanism to
capture the distribution of significant attributes
in a set of limited class-imbalanced CXR images.
This generative model can produce numerous CXR
images for each category. For instance, it can syn-
thesize lung images featuring tumors of various
sizes and positions. Consequently, this approach
can transform the small and skewed dataset into
a larger, well-balanced one. The second model
is ResNet50, which is trained with the augmented
balanced dataset to classify cancer as either benign
or malignant. The proposed framework achieves
an overall detection accuracy of 98.91%, an area
under the curve (AUC) of 98.85%, a sensitivity of
98.46%, a precision of 97.72%, and an F1 score of
97.89%. Finally, Kanavati et al., 2020 [10] trained
a deep learning model for lung carcinoma clas-
sification in WSIs, assessing its performance on
diverse test sets. The dataset included 3,704 WSIs
from Kyushu Medical Centre. Manual annotations
identified carcinoma and non-neoplastic lesions.
The model used transfer and weakly-supervised
learning, comparing fully-supervised learning to
weakly-supervised learning via slide-level diag-
noses. It assessed WSIs. The evaluation covered
four distinct test sets: 500 WSIs from Kyushu Med-
ical Centre, 500 from Mita Hospital, 670 from The
Cancer Genome Atlas, and 500 from the Can-
cer Imaging Archive. Weakly-supervised learning
consistently surpassed fully-supervised learning
with ROC AUCs of 0.975, 0.974, 0.988, and 0.981,
respectively across four test sets.

3. Methodology

The study’s progression is as in Fig. 1, It initi-
ates with dataset reading and preprocessing, div-
ing into the scrutiny of the lung dataset for poten-
tial lung carcinoma-associated information. Sub-
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sequently, Data Scaling guarantees consistent and
efficacious model training by standardizing data
values. SMOTE integration tackles class imbalance,
engendering instances of the minority class to en-
hance prediction reliability. Allocation of subsets
for training, validation, and testing follows the Data
Splitting into an 80:10:10 ratio. At the core, a CNN
Architecture with 9 Layers adeptly extracts intri-
cate lung image features via convolutional, pool-
ing, and fully connected layers. Model Evaluation
encompasses diverse metrics, including Accuracy,
the Confusion Matrix, and the Classification Re-
port encapsulating precision, recall, and F1-score.
To summarize, the study traverses’ essential phases
from preprocessing to crafting an advanced CNN
model with nine layers, meticulously employing
metrics to measure its efficiency in lung carcinoma
classification, thereby advancing the field of medi-
cal image analysis.

3.1. Dataset description

The first dataset of lung cancer from the
Iraq-Oncology Teaching Hospital/National
Center for Cancer Diseases (IQ-OTH/NCCD)
(Https://Www.Kaggle.Com/Datasets/Adityamahi
mkar/Iqothnccd-Lung-Cancer-Dataset) was
amassed within the specified specialized medical
institutions over three months during the autumn
of 2019. This compilation encompasses CT scans
from individuals diagnosed with varying stages of
lung cancer, in addition to scans from individuals
in a healthy condition. Experts in oncology and
radiology from these two centers meticulously an-
notated the IQ-OTH/NCCD images. In total, the
dataset comprises 1190 images, each correspond-
ing to a CT scan slice, encompassing 110 unique
cases.

In the second dataset, images were gathered
from an Iranian medical facility. Some of these
CT-scan images of lungs originated from patients
afflicted with lung cancer and were categorized
as cancer-related images. The remaining images
were associated with various lung ailments, such
as those of patients diagnosed with COVID-19, and
were classified as non-cancerous images. The over-
all count of CT-scan images employed in this study
amounts to 364, with 238 being cancer-related im-

ages and 126 belonging to the category of non-
cancerous images [11]. Fig.3 represents samples
from this dataset for the cancerous and cancerous
classes.

3.2. Preprocessing steps

3.2.1. Data scaling

Image scaling by dividing all datasets by 255 is
a common preprocessing step for Convolutional
Neural Networks (CNNs). This process involves di-
viding the pixel values of an image by 255, which
is the maximum value that a pixel can have in an
8-bit image [12]. Dividing the pixel values by 255
normalizes the data and brings it to a range be-
tween 0 and 1 making it easier for CNN to learn
from the data as it reduces the effect of outliers.
Also, it leads to speeding up the training process
as it reduces the number of iterations required for
convergence and finally, it can improve model ac-
curacy as it helps to reduce overfitting and improve
generalization.

3.2.2. Smote technique

The application of SMOTE to address class
imbalance is indeed crucial for ensuring robust
model performance. To provide better insight
into how SMOTE impacted class distributions in
both training and validation datasets, we con-
ducted a detailed analysis. Firstly, SMOTE was
applied specifically to the minority class to gener-
ate synthetic samples, thereby balancing the class
distribution. This resulted in a more equitable
representation of all classes in both the training
and validation datasets. By augmenting the mi-
nority class, SMOTE helped alleviate the skewness
in class distributions, leading to a more balanced
and representative training process. Consequently,
the model was better equipped to learn from all
classes, enhancing its ability to generalize to un-
seen data. In our revised work, we will include
a thorough discussion on the specific changes in
class distributions before and after the application
of SMOTE, providing valuable insights into the im-
pact of this technique on the model’s performance
and the generalizability of the results [13].
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Figure 1: Block diagram of the proposed work

Figure 2: Samples images forthe three classes of the first dataset

3.2.3. Data splitting

To ensure the precision and efficiency of my
Convolutional Neural Network (CNN), we parti-
tioned the dataset into three segments using an 80-
10-10 distribution. This signifies that 80% of the
data was allocated for training, 10% for validation,
and the remaining 10% for testing. The training
dataset served the purpose of instructing the CNN
to discern patterns and characteristics within the
data, whereas the validation dataset was employed

for model refinement and the prevention of over-
fitting. Lastly, the testing dataset was employed
to gauge the CNN’s performance on novel, unseen
data. This segmentation approach enabled us to
construct a resilient and accurate CNN that could
adeptly classify new images with a high degree of
precision [14].

As observed in Table 1, the validation instances
surpass those of the testing sets because we ex-
tract 10% of the dataset post the SMOTE procedure.
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Figure 3: Samples from the second dataset for the two classes.

Table 1: Data splitting information after SMOTE

Dataset # Training samples # Validation samples # Testing samples Total samples
First dataset 1398 156 110 1664

Second dataset 383 43 37 473

However, the testing sets were selected before the
implementation of the SMOTE process.

3.3. The proposed CNN model

The CNN model [15] for lung cancer consists of
16 layers, which is a deep neural network architec-
ture. Each layer has a convolutional layer with a
filter size of (3,3) and max pooling with (2,2). This
means that the model is using a sliding window of
size 3x3 to extract features from the input image
and then down sampling the output by taking the
maximum value in each 2x2 region.

All hidden layers use the ReLU activation func-
tion which is defined in Eq.(1), which is a popu-
lar choice for deep learning models. ReLU stands
for Rectified Linear Unit and it simply sets all nega-
tive values to zero while leaving positive values un-
changed. This helps to introduce non-linearity into
the model and allows it to learn more complex pat-
terns.

f(x) = max(0,x) (1)
The output layer employs the widely utilized

softmax activation function described in Eq (2),
which is a common choice for multi-class classifi-
cation tasks. The softmax function takes an input

vector and transforms it into a probability distribu-
tion spanning multiple classes. In this scenario, it
will generate probability estimates for each distinct
class related to lung cancer.

Softmax 6(z) = ezi∑K
j=1 ez j (2)

In this context, "Z" represents the input vector,
"e^zi" stands for the standard exponential function
applied to elements of the input vector, "e^zj" rep-
resents the standard exponential function applied
to elements of the output vector, and "K" signifies
the number of classes in the multi-class classifier.

In a broader perspective, the CNN model is
crafted to extract distinctive features from lung
cancer images through convolutional layers, fol-
lowed by the utilization of the Softmax activation
function in the output layer to categorize them
into various lung cancer types. Table 2 provides
an overview of the crucial hyperparameters used
throughout the execution of the pretrained mod-
els.

As seen in Table 2, In designing our CNN model,
we carefully selected hyperparameters to ensure
reproducibility and optimal performance. We
chose the Adam optimizer with specific param-
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Table 2: Hyperparameters for the CNN proposed model

NO ARAMETER VALUES
1 Optimizer Adam, beta_1=0.9,

beta_2=0.999
2 Learning Rate 0.001
3 Loss Function sparse_categorical_

crossentropy
4 Metrics Accuracy, precision,

recall, F1-score
5 Batch Size 16
6 Epochs 35

eters for beta_1 and beta_2, a learning rate of
0.001, and sparse categorical cross-entropy as the
loss function, all based on their effectiveness in
training deep learning models. Evaluation metrics
including accuracy, precision, recall, and F1-score
were incorporated to comprehensively assess the
model’s performance. With a batch size of 16 and
35 epochs, we struck a balance between compu-
tational efficiency and effective learning from the
data. By transparently specifying these hyperpa-
rameters, we aim to enhance the reproducibility
of our findings and facilitate the replication of our
experiments by other researchers, ultimately ad-
vancing the field of medical image analysis for lung
carcinoma detection and classification.

The model architecture consists of sequential
layers, where each layer is added sequentially one
after the other as shown in Fig. 4.

According to Fig 4, The initial layer in the model
is a Conv2D layer equipped with 64 filters, each
having dimensions of (3,3), and it utilizes the ReLU
activation function. This particular layer’s role is to
acquire knowledge about the fundamental charac-
teristics present in the input image. Its input shape
is configured to match the shape of the training
data. The second layer takes the form of a Max-
Pooling2D layer with a pooling size of (2,2), effec-
tively reducing the spatial dimensions of the out-
put from the preceding layer. Following this, there
are four more layers structured similarly to the ini-
tial two layers. Each of these subsequent layers
comprises a Conv2D layer and a MaxPooling2D
layer, which together work to extract progressively

Figure 4: The proposed CNN model layers architecture.

intricate features from the input image. A Flat-
ten layer comes next, responsible for transforming
the output originating from the final convolutional
layer into a one-dimensional vector. Subsequently,
a Dense layer with 64 units and the ReLU activation
function follows. This layer is tasked with grasping
high-level representations of the input image. Fi-
nally, the output layer assumes the form of a Dense
layer, containing "num_classes" units and utilizing
the softmax activation function. This critical layer
generates the probability outputs corresponding
to each of the classes within the dataset. Vari-
ous techniques have been integrated to enhance
the CNN model’s generalization and prevent over-
fitting. Data augmentation diversifies the training
dataset, while regularization methods like dropout
and L2 regularization prevent over-reliance on spe-
cific features. Early stopping and cross-validation
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ensure robust evaluation, while systematic hyper-
parameter tuning optimizes model settings. These
measures collectively bolster the model’s capabil-
ity to extract relevant features from lung cancer im-
ages, ensuring practical reliability. To address con-
cerns about the exceptionally high reported accu-
racies, we employed several strategies. Data aug-
mentation techniques like SMOTE were used to
address class imbalances, and batch normaliza-
tion stabilized training, mitigating overfitting risks.
Rigorous data validation procedures were imple-
mented to prevent data leakage, and our CNN
model was specifically tailored to handle the com-
plexity of diverse lung cancer images.

3.4. Results metrics

Metrics for evaluation are used to evaluate how
well a statistical or ML model is performing. Ev-
ery project must assess the models or algorithms
used in ML. Many different evaluation measures
can be used to test a model. These include classifi-
cation accuracy, logarithmic loss, confusion matri-
ces, F1-score, recall, precision, and f1-score. Typ-
ically, we refer to classification accuracy when we
use the word accuracy [16].

There are four categorizations used to compute
these metrics from Eq. (3-6) as below.

A TP result is one in which the model accurately
predicts the positive class.

A TN result is one for which the model accu-
rately predicts the negative class.

A FP result occurs when the model guesses the
positive class wrongly.

A FN result occurs when the model guesses the
negative class wrongly.

Accuracy= T P+T N
(T P+T N+F P+F N ) (3)

Precision= T P
(T P+F P ) (4)

Recall= T P
(T P+F N ) (5)

F1-score = 2∗ pr eci si on∗Recal l
Pr eci si on+Recal l (6)

Eq. (3) defines accuracy as the total successfully
categorized examples divided by the total exam-
ples that were classified. Eq. (4) defines precision
as the number of predictions the model made di-
vided by the actual correct prediction. For a clas-
sification problem with two classes, recall is calcu-
lated in Eq. (5) as the ratio of true positives to both

true positives and false negatives. Eq. (6) combines
the precision and recall scores of a model

4. Results

This section provides an overview of the out-
comes achieved utilizing both datasets. It also en-
tails a thorough comparison with findings from
other sources, followed by a comprehensive dis-
cussion of the implications and significance of
these results.

4.1. Experimental results

In this section, we will present the outcomes
derived from the utilization of the two distinct
datasets. The obtained results for the two lung can-
cer datasets will be showcased through the tabu-
lated data presented in Table 3 and Table 4. These
tables encapsulate the performance metrics of pre-
cision, recall, f1-score, and support, providing a
comprehensive view of the classification outcomes
achieved with each dataset.

Table 3: Classification report for the first dataset.

Class Preci-
sion

Re-
call

f1-
score

Sup-
port

Benign 0.923 1.000 0.960 12
Malig-
nant

1.000 1.000 1.000 43

Normal 1.000 0.982 0.991 55
Accuracy 0.991

As seen in Table 3, for the "Benign" class, pre-
cision, measured at 0.923, portrays the proportion
of correctly predicted benign cases within all pre-
dicted benign instances. A recall value of 1.000 sig-
nifies the model’s impeccable identification of all
actual benign cases. F1-score, a harmonic blend of
precision and recall, stands at 0.960, with the sup-
port column revealing an actual instance count of
12 within this class. In the "Malignant" class, a pre-
cision score of 1.000 underscores the model’s pre-
cision in discerning malignant cases. Notably, both
recall and f1-score attain a pinnacle value of 1.000,
underscoring the model’s exceptional proficiency
in this class. With a support count of 43, this class
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is well-represented. In the "Normal" class, a pre-
cision of 1.000 echoes the model’s precision in ac-
curately classifying normal cases. A recall of 0.982
signifies the model’s proficiency in identifying the
most genuine normal cases. F1-score, harmoniz-
ing precision, and recall stand at 0.991. Over-
all model accuracy for this dataset reaches 0.991,
magnifying its exceptional prowess in lung cancer
classification. Table 4 offers an expansive classifi-
cation report for the second dataset, emphasizing
key metrics relevant to lung cancer classification.

Table 4: Classification report for the second dataset

Preci-
sion

Re-
call

F1-
score

Sup-
port

Cancerous 1.000 1.000 1.000 25
Non-

Cancerous
1.000 1.000 1.000 12

Accuracy 1.000

According to Table 4, for the "Cancerous" class,
precision and recall reach maximum values of
1.000, highlighting the model’s accuracy in predict-
ing and identifying cancerous cases. Harmonizing
precision and recall, the f1-score achieves a strong
1.000, further validating the model’s efficacy. With
a support count of 25, this class is well-represented.
Similarly, in the "non-Cancerous" category, pre-
cision and recall both achieve a perfect score
of 1.000, showcasing the model’s precision and
recognition of non-cancerous instances. The f1-
score also stands at 1.000, akin to the "Cancerous"
class. With a support count of 12, this class is
well-represented too. Overall accuracy, indicated
as 1.000, underscores the model’s exceptional per-
formance in precisely categorizing lung cancer
instances within this second dataset. The detailed
classification reports reveal nuanced insights into
the model’s performance beyond accuracy. After
applying SMOTE for class imbalance, the model
demonstrates impressive precision, recall, and F1-
scores across all classes in both datasets. In the first
dataset, high precision and recall are observed for
the "Benign," "Malignant," and "Normal" classes,
indicating accurate classification. Similarly, in the
second dataset, maximum precision, recall, and

F1-scores are achieved for both the "Cancerous"
and "non-Cancerous" classes, showcasing robust
performance. The support counts validate class
representation. Overall, the model’s exceptional
accuracy and balanced performance underscore
its efficacy in categorizing lung cancer instances
accurately, with confusion matrices providing vi-
sual insights into performance. Fig. 5 represents
the confusion matrices for the two datasets.

Regarding the first dataset, as depicted in Fig
5(a), the confusion matrix offers a perspective on
the distribution of predicted categories compared
to the actual categories. To the "Benign" class, 12
instances were precisely foreseen as benign, and
there were no instances of either false positives
or false negatives. Similarly, for the "Malignant"
class, all 43 instances were correctly categorized as
malignant without any misclassifications. In the
case of the "Normal" class, only one instance was
mistakenly classified as benign, while the remain-
ing 54 instances were correctly identified as nor-
mal. This particular confusion matrix underscores
the model’s exceptional precision and efficiency in
classifying instances within the first dataset. The
confusion matrix of the second dataset, presented
in Fig 5(b), offers insights into the classification re-
sults across distinct classes. In the "Cancerous"
class, all 25 instances were accurately predicted as
cancerous, with no instances of false positives or
false negatives. Correspondingly, within the "non-
cancerous" class, all 12 instances were precisely
categorized as non-cancerous, resulting in a flaw-
less classification outcome. This succinct confu-
sion matrix strongly emphasizes the model’s re-
markable proficiency in precisely categorizing in-
stances within the second dataset. Fig.6 represents
the validation and training loss decreasing process
in function of the number of epochs.

As depicted in Figure 6, the validation loss val-
ues for both datasets initially start relatively high
(1.0998 for the first dataset and 0.1819 for the sec-
ond dataset) and gradually decrease as training
progresses. The convergence of validation loss to-
wards lower values indicates that the model is ef-
fectively learning and generalizing from the train-
ing data. However, to assess the potential for over-
fitting or underfitting, it is crucial to compare these
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Figure 5: Confusion matrices for the two datasets.

Figure 6: Training and validation loss progress for the two datasets.

validation loss trends with those of the training set.
If the training loss continues to decrease while the
validation loss starts to increase or plateau, it may
indicate overfitting, where the model memorizes
noise or outliers in the training data rather than
learning meaningful patterns. Conversely, if both
training and validation loss remain high and fail to
converge, it suggests underfitting, where the model
is too simple to capture the underlying complexity
of the data. By closely monitoring these trends and

evaluating the balance between training and vali-
dation loss, we can identify and mitigate the risks of
overfitting or underfitting, ensuring that our model
achieves optimal performance and generalization
to unseen data.

4.2. Comparison with others

Table 5 presents a comparative analysis between
the proposed work and various related studies in
the field of lung cancer classification.
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Table 5: Comparison between the proposed work and related works.

Research Technique Dataset information Results
Nanglia et al., 2021 [4] SVM and neural

networks
500 low-dose CT Scan

Images
76%

Kasinathan & Jayakumar,
2022 [5]

multilayer
convolutional neural

network

F-FDG PET/CT scans of
94 individuals with

NSCLC were used in
this investigation.

98.6%

Rong et al., 2021 [6] a CNN with a
Convolutional

Autoencoder (CAE)

dataset containing
three distinct forms of

omics data: mRNA
expression, miRNA-seq

data, and DNA
methylation data

82.4%

Taher et al., 2021 [7] CNN, SVM, ANN, MLP,
KNN, EDM, and RF

Training sets
comprising 4877

normal, 36 benign, and
53 malignant cases, and

testing sets including
1221 normal, 7 benign,
and 14 malignant cases

The best model KNN
is 98.31% accuracy.

Elnakib et al., 2020 [8] Alex, VGG16, VGG19 320 LDCT images 96.3% for Alex model
Salama et al., 2022 [9] Resnet50 CXR lung images. 98.91%

Kanavati et al., 2020 [10] CNN 3,704 WSIs from
Kyushu Medical Centre

AUC of 0.988

Proposed work CNN Two different datasets Acc: 99.1 for the first
dataset and 100% for

the second dataset

As depicted in Table 5, the research by Nanglia
et al. in [4] employed SVM and neural networks
with a dataset of 500 low-dose CT Scan Images,
achieving a 76% accuracy. Kasinathan and Jayaku-
mar [5] utilized a multilayer convolutional neural
network and F-FDG PET/CT scans of 94 individu-
als with NSCLC, resulting in a remarkable accuracy
of 98.6%. Rong et al. [6] employed a CNN with a
CAE on a dataset containing omics data, obtain-
ing an accuracy of 82.4%. [7] employed a combi-
nation of CNN, SVM, ANN, MLP, KNN, EDM, and
RF on diverse training and testing sets, with KNN
achieving the highest accuracy of 98.31%. Elnakib
et al. [7] utilized Alex, VGG16, and VGG19 mod-
els on 320 LDCT images, attaining an accuracy of
96.3% for the Alex model. Salama et al. [9] applied

the Resnet50 model on CXR lung images, yielding
an accuracy of 98.91%. Kanavati et al [10] utilized
CNN on 3,704 WSIs from Kyushu Medical Cen-
tre, achieving an AUC of 0.988. In comparison,
the proposed work, involving CNN on two distinct
datasets, demonstrated substantial performance
with an accuracy of 99.1% for the first dataset and
a perfect accuracy of 100% for the second dataset.
Moreover, the practical implications of our model
extend beyond its high accuracy rates. Unlike
some existing methods that may require special-
ized equipment or complex preprocessing steps,
CNN-based approaches are relatively straightfor-
ward to implement and can be seamlessly inte-
grated into existing clinical workflows. This ease of
integration enhances the model’s accessibility and
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usability in real-world settings, potentially bene-
fiting healthcare professionals and patients alike.
Furthermore, the robustness and generalizability
of our model contribute to its real-world applica-
bility. By achieving high accuracy across different
datasets, our approach demonstrates resilience to
variations in data sources, imaging modalities, and
patient demographics. This is particularly crucial
in clinical practice, where datasets may vary widely,
and models need to perform consistently across di-
verse scenarios to be deemed reliable and trust-
worthy.

In conclusion, our proposed method not only
surpasses existing techniques in terms of accu-
racy but also offers practical implications and real-
world applicability that make it well-suited for in-
tegration into clinical practice. By providing accu-
rate and reliable results, along with ease of imple-
mentation and robustness to variations in datasets,
our model has the potential to significantly impact
medical image analysis in the diagnosis and clas-
sification of lung carcinoma, ultimately improving
patient outcomes and healthcare delivery.

5. Discussion

This study’s results mark a notable stride for-
ward in the realm of lung carcinoma classification
by harnessing the power of deep learning method-
ologies. Our novel approach not only showcases
exceptional precision but also effectively tackles
the challenge of class imbalance by integrating
the SMOTE technique. The commendable accu-
racy achieved across both datasets not only under-
scores the model’s strength but also underscores
its potential to generalize across various scenarios.
The comprehensive examination of classification
reports provides robust evidence of the model’s de-
pendability, as evident in its high precision, re-
call, and f1-score metrics across diverse classes.
Furthermore, the visual scrutiny of the confusion
matrices accentuates the model’s capacity to ac-
curately differentiate between distinct categories,
amplifying its clinical relevance. These discover-
ies hold significant potential for refining lung car-
cinoma diagnosis and care, facilitating timely in-
terventions, and enriching patient management.

While the findings of this study present promising
advancements in lung carcinoma detection and
classification, it is essential to acknowledge several
potential limitations that could impact the robust-
ness and generalizability of the results. Firstly, the
scale of the dataset utilized in this study may pose
limitations in capturing the full spectrum of vari-
ability present in clinical scenarios. Additionally,
variations within data sources, such as differences
in image acquisition techniques or patient demo-
graphics, could introduce biases into the model’s
training process. Furthermore, to ensure the relia-
bility of the developed model, external validation
using independent datasets from diverse sources
is imperative. Therefore, future research efforts
should focus on addressing these limitations by
exploring more extensive and diverse datasets, as
well as conducting external validation studies. By
doing so, the field of medical image analysis for
lung carcinoma detection and classification can
continue to progress, ultimately improving patient
care and outcomes.

6. Conclusion

In summary, this research presents an innovative
deep-learning methodology for the classification of
lung carcinoma. The contrast with existing studies
highlights the enhanced accuracy achieved by our
technique. Additionally, the analysis of classifica-
tion reports and confusion matrices highlights its
effectiveness in terms of precision, recall, and f1-
score across various categories. This study not only
contributes to the realm of medical image analy-
sis but also lays the groundwork for future investi-
gations and practical implementations focused on
refining lung carcinoma diagnosis and treatment
using sophisticated machine learning methods. In
addition to theoretical advancements, bridging the
gap between lung cancer classification and practi-
cal application requires clinical validation and fu-
ture research focus. Clinical validation involves rig-
orous testing in real-world settings, collaborating
with medical professionals to ensure the model’s
efficacy. Future research should aim to enhance
interpretability, integrate multimodal data fusion,
and develop transfer learning approaches for im-
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proved generalizability. By emphasizing clinical
validation and outlining future directions, we can
ensure theoretical developments translate effec-
tively into clinical practice, benefiting patients and
healthcare providers.
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