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Abstract
Fraud detection has become a critical challenge, particularly with the growth of e-commerce. Financial
institutions are under increasing pressure to develop robust systems to mitigate significant economic
losses due to fraudulent activities. A key difficulty in detecting credit card fraud is the imbalance of data
sets, where fraudulent transactions are far fewer than legitimate ones. This imbalance often results in
models struggling to effectively recognize fraud.

To address this issue, various techniques have been developed. The Synthetic Minority Oversampling
Technique (SMOTE) is widely used to create synthetic instances and balance the data set. Other strategies
include under-sampling, which reduces the number of legitimate transactions, and cost-sensitive learning,
which assigns different costs tomisclassifications to prioritize fraud detection. Advanced SMOTE variants,
such as Borderline-SMOTE and ADASYN, further enhance the balance of data by focusing on complex
samples.

This paper examines how data preprocessing affects the performance of several machine learning and deep
learning algorithms. Key preprocessing steps include data cleaning, normalization, feature selection, and
SMOTE application. The cleaned and normalized data set ensures quality and comparability, while feature
selection reduces dimensionality. The application of SMOTE directly addresses the class imbalance.

The preprocessed data are evaluated using Support Vector Machines (SVM), Random Forests (RF), Convo-
litional Neural Networks (CNN), and Long-Short-TermMemory Networks (LSTMs). These algorithms are
assessed for their ability to detect fraud after pre-processing. Comparative analyses confirm the effective-
ness of SMOTE, showing improved performance across all algorithms. Metrics such as accuracy, precision,
recall, and F1 score exhibit high results, with CNN achieving the highest performance (95% accuracy and
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94% F1 score), followed by RF, LSTM, and SVM. Although SMOTE enhanced SVM performance, it did not
match CNN or RF levels. These findings highlight the significant improvements that data pre-processing
can yield, providing valuable insights for improving fraud detection systems.
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1. Introduction

Fraud detection involves the rapid identification of actual fraud, particularly after preventive mea-
sures have failed. Fraudsters typically take advantage of vulnerabilities within systems meant to
protect data. Although preventing fraud presents significant challenges, fraud detection is a vital
component of the broader strategy to combat fraudulent activities. Gaining insights into the weak-
nesses that contribute to fraud is crucial for enhancing both detection and prevention strategies.
[1].

The rapid expansion of e-commerce has led to a significant increase in the volume of credit card
transactions. As a result of this rise, credit card fraud cases have become more dangerous and com-
plex. The growing number of transactions presents new challenges in identifying and preventing
fraudulent activities, making it crucial for businesses and consumers to remain vigilant and adopt
robust security measures [2]. Financial organizations are actively enhancing their fraud detection
mechanisms by incorporating data mining, machine learning, and deep learning technologies. These
advanced techniques allow for better analysis of transaction patterns and the identification of poten-
tial fraud in real-time. By leveraging these technologies, organizations can improve their ability to
detect unusual behaviors and respond more effectively to fraudulent activities [3]. Classifiers have
become essential tools for improving classification performance. They offer predictions regarding
the categories of input data samples, which are then analyzed and combined using fusion strate-
gies. This approach enhances the accuracy and robustness of classification systems by integrating
multiple predictions and leveraging the strengths of different classifiers [4].

Fraud on credit cards results in billions of dollars in costs due to inadequate fraud detection mech-
anisms, enabling fraudulent activity to occur through various methods. Fraud typically falls into
three categories: classic card-related fraud, merchant-related fraud, and online fraud. This paper
will employ deep learning techniques to create a robust model that can detect credit card fraud us-
ing specific input data, thereby addressing this issue more effectively [5]. Machine learning (ML)
models offer reliable solutions for anomaly detection challenges, which are subsequently utilized in
fraud detection. Based on the requirements and scale of machine learning, various approaches exist
for developing and implementing these models. Recent research in machine learning emphasizes
two significant categories of platforms: development platforms and release platforms [6].

E-commerce growth is accelerating even as physical stores reopen. In 2023, global retail e-commerce
sales exceeded 5.8$ trillion, and projections indicate that they will reach 6.3$ trillion by 2024, rep-
resenting 20% of total global retail sales. Credit card fraud rates have generally increased in recent
years, driven by increased e-commerce and online credit card use. In 2023, a Javelin Strategy &
Research report estimated that 33.8 million Americans fell victim to credit card fraud, resulting in
overall losses. Experts predict that the growth of e-commerce and evolving fraud techniques will
propel fraud rates to 52$ billion in 2024 [7][8][9].

Electronic companies anticipate a surge in fraudulent transactions globally, resulting in losses of
40.62$ billion by 2027. Fraudulent transactions around the world increased from 9.84$ billion in
2011 to 32.39$ billion in 2020 [10].

There is massive potential in using machine learning techniques to improve fraud detection. There-
fore, it is worth exploring the capabilities of hybrid frameworks for this purpose. A lot of research
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looks at the effects of three different sampling methods: random under-sampling (RUS), synthetic
minority sampling technique (SMOTE), and SMOTEENN, which is a mix of oversampling (SMOTE)
and under-sampling (editing nearest neighbor). This study innovatively combines SMOTEwith CNN
and LSTM to tackle class imbalance and achievesmarked performance improvements as compared to
past literature. The paper applies these data-level resampling strategies to four optimized machine-
learning classifiers: logistic regression, decision trees, random forests, and extreme gradient boosting
[11].

This paper employs various machine learning (ML) and deep learning (DL) techniques to detect
fraudulent credit cards. Firstly preprocess the dataset using two data normalization techniques, Min-
Max and z-score, to align all features within a similar range. ML algorithms need to be sensitive to
data scale and apply SMOTE as a method for addressing the class imbalance in data, then evaluate
performance metrics (accuracy, precision, recall, and F1-score) of the classification model using four
classifiers RF and SVM [12] as a machine learning mechanism and CNN and LSTM as a deep learning
mechanism).

The remainder of this paper is organized as follows: the second section reviews previous studies
on related works, the third section summarizes various methods and provides overviews, the fourth
section introduces the proposed model, the fifth section discusses the experimental results and the
final section outlines the conclusions and future work.

2. Related Work

Recently, numerous studies have tackled the issue of credit card fraud, as it has become a signifi-
cant concern in today’s world. These studies have focused on detecting these frauds through the
design and development of various systems. Below, this paper will discuss several studies that have
addressed this problem and the methods used to address it.

Salekshahrezaee et al. [12] conducted this research to explore credit card fraud detection techniques
and increase the success rates of machine learning algorithms in detecting such incidents. They
used principal component analysis PCA and convolutional autoencoder CAE for feature selection,
as well as random under sampling RUS, synthetic minority oversampling technique SMOTE, and
SMOTE Tomek techniques to address the class imbalance problem. They used Decision Tree, RF,
XGBoost, LightGBM, and CatBoost classifiers, with classification performance measured using the
F1 score and F1 score, as well as the Area Under the Receiver Operating Characteristic Curve AUC
metric. They found that CAE outperformed PCA due to its ability to model nonlinear relationships,
and combining RUS sampling with CAE achieved the best F1-score and AUC.

Alarfaj et al. [13] developed a model that accurately classifies online transactions as fraudulent
or genuine. The model utilizes both supervised and unsupervised ML algorithms, such as logistic
regression, artificial neural networks ANN, and support vector machines SVM, in the classification
process. This paper evaluated the model’s performance using various metrics, including accuracy,
precision, recall, F1-measure, MCC, ROC curve, and confusion matrix. Based on these evaluations,
the model indicates that SVM is the most efficient algorithm for detecting credit card fraud.

Anupama Phakatkar [14] conducted a comparison of three different machine learning models for
credit card fraud detection: logistic regression, random forest, and adaboost. The models were eval-
uated using two datasets, one of which was real data and the other created using BankSim software.
This paper discovered that RF outperformed both datasets in every measure. Additionally, recom-
mended using SMOTE and hybrid ensemble techniques to further improve the detection results.

Ileberi et al. [15] focused on comparing supervised machine learning algorithms for credit card fraud
detection using an imbalanced dataset. The findings showed that Random Forest (RF) and Decision
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Tree (DT) provided the best overall performance, particularly in terms of accuracy and F1-score.
However, the study did not offer detailed insights on the selection and impact of the five optimal
feature vectors on model performance. Additionally, the use of Genetic Algorithm (GA) for feature
selection is computationally intensive, especially with large datasets. The authors recommend ad-
dressing the computational efficiency and scalability of the approach and comparing it with less
resource-intensive techniques.

Fanai et al. [16]sought to enhance detection accuracy by integrating dimensionality reduction with
deep learning techniques. The study found that combining Autoencoder with deep learning models
(DNN, RNN, CNN, and RNN_CONV) significantly improved detection accuracy, addressing both di-
mensionality reduction and class imbalance, and leading to superior performance. AE-based models,
including AE-DNN, AE-RNN, and AE-CNN_RNN, exhibited higher recall, precision, F1-score, and
AUC metrics, with AE-CNN_RNN achieving the highest overall performance. Nonetheless, a major
concern is the lack of interpretability in deep learning models. The study suggests incorporating
methods to explain and interpret predictions to enhance practitioners’ understanding and trust in
the results.

Roseline et al. [17]aimed to develop an enhanced detection system using Long Short-Term Mem-
ory (LSTM) recurrent neural networks (RNN) for credit card fraud detection. The LSTM-RNNmodel
demonstrated significant promise, outperforming traditionalmachine learningmethods on the dataset.
However, the study falls short in providing detailed insights into managing class imbalance across
algorithms and faces challenges in interpreting results from complexmodels such as LSTM-RNN, Ar-
tificial Neural Networks (ANN), and Support Vector Machines (SVM). Furthermore, while Bayesian
optimization is mentioned, the paper does not discuss the impact of different hyperparameters on
model performance.

Uchhana et al. [18] investigated the use of various machine learning algorithms (SVM, LR, Naïve
Bayes, KNN, RF) for credit card fraud detection, utilizing Principal Component Analysis (PCA) for di-
mensionality reduction. The study found that Random Forest (RF) delivered the highest performance
with anMCC of 0.848, indicating that integrating these algorithmswith emerging technologies could
enhance detection accuracy. Nevertheless, the study does not delve into the computational efficiency
and scalability, which are vital for real-world applications. It also suggests that algorithm combina-
tions could boost performance, but lacks supporting evidence. Demonstrating the effectiveness of
ensemble or hybrid models would fortify the study.

Khan et al. [19] aimed to create a model for classifying online transactions as either fraudulent
or genuine using various machine learning algorithms, including Logistic Regression (LR), Artifi-
cial Neural Networks (ANN), and Support Vector Machines (SVM). The study found that supervised
machine learning models, particularly SVM, outperformed unsupervised models in all performance
metrics, showing better precision, MCC, F1-score, and a ROC curve closer to the ideal point. Nev-
ertheless, the study had several limitations: it featured a narrow comparison of algorithms, lacked
a detailed explanation for the chosen resampling technique, encountered challenges in interpreting
complex models like ANN and SVM, and did not address computational efficiency and scalability.

Leevy et al. [20] evaluated the effectiveness of binary classification (BCC) versus one-class classifi-
cation (OCC) in detecting transactions using various classifiers, including CatBoost, XGBoost, Ex-
tremely Randomized Trees, Random Forest, Logistic Regression, One-Class SVM, One-Class GMM,
and OCAN. They found that BCC outperformed OCC, with CatBoost achieving the highest AUPRC
score of 0.8567 among BCC models, signifying superior performance. However, the study has sev-
eral shortcomings: it requires additional metrics such as precision, recall, and F1-score for a com-
prehensive assessment. Moreover, it lacks detailed techniques for managing class imbalance, faces
challenges in interpreting complex models, and does not address the computational efficiency and
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scalability essential for real-time applications.

Salekshahrezaee et al. [12]examined the impact of data sampling and feature extraction on ensemble
classifiers for detection, employing classifiers such as Random Forest, XGBoost, LightGBM, and Cat-
Boost, with PCA and CAE for feature selection. The study recommended the use of RUS sampling
followed by CAE feature extraction for ensemble classifiers. However, the paper does not discuss
the interpretability of complex models like CatBoost, XGBoost, LightGBM, and Random Forest. It
also provides limited information on the computational efficiency and scalability of the proposed
methods, particularly regarding the impact of CAE on reducing computational burden. Addition-
ally, while the study addresses class imbalance, it does not thoroughly explore the effectiveness of
techniques such as RUS, SMOTE, and SMOTE Tomek in different scenarios.

Habibpour et al. [21]aimed to disseminate uncertainty quantification (UQ) techniques, such asMonte
Carlo dropout (MCD), ensemble, and ensemble Monte Carlo dropout (EMCD), to estimate uncer-
tainty on publicly available transaction data. They found that MCD and ensemble methods are
more effective in capturing the corresponding uncertainty of forecasts, providing additional insights
into point predictions and enhancing fraud prevention. However, the study briefly discusses MCD,
ensemble, and EMCD methods without offering detailed explanations, focuses on UQ techniques
without comparing them to other UQ approaches, and lacks detailed dataset information. The use
of complex models like deep neural networks (DNNs) presents interpretation challenges. Including
metrics such as precision, recall, and F1-score would offer a more comprehensive evaluation.

Phakatkar et al. [14]aimed to identify the optimal machine learning algorithm for credit card fraud
detection by comparing Logistic Regression, Adaboost, and Random Forest. The results indicated
that Random Forest was the best-performing algorithm, achieving the highest rates across all per-
formance measures. Despite addressing class imbalance with SMOTE, the study does not compare
this method to other alternatives. Additionally, the claim that the hybrid ensemble model is supe-
rior lacks detailed comparisons with other state-of-the-art algorithms. Incorporating metrics such
as precision, recall, and MCC would provide a more comprehensive evaluation.

Maghsood et al. [22]investigated the Nearest Neighbor distance method for detecting credit card
fraud, assessing the performance of both supervised and unsupervised methods using classifiers
like Brute Force, KD Tree, and Ball Tree. The study revealed that the Brute algorithm is more accu-
rate in identifying the nearest neighbor distances, with supervised methods performing better due
to the requirement for labeled data, while unsupervised methods do not need labeled data. Addition-
ally, it emphasized the importance of recall (catching frauds) over precision (avoiding false positives)
for financial investigators. However, the study could benefit from incorporating advanced machine
learning and deep learning techniques. It lacks discussion on the computational efficiency and scal-
ability of the proposed methods and does not provide detailed explanations or justifications for the
chosen distance metrics.

Uddin et al. [23]investigated the impact of feature engineering on the performance of a deep learning
model for credit card fraud detection using a CNN with DFS. The study found that DFS significantly
enhanced model performance, resulting in notable improvements in accuracy, precision, recall, and
F1-score. However, the research relied on undersampling to address class imbalance and should
consider techniques like SMOTE or ADASYN to mitigate data loss. Additionally, the study lacks
comprehensive comparisons with other baseline models and algorithms, necessitates the implemen-
tation of feature selection methods to reduce complexity, and must address the interpretation and
validation of CNN model results.

Setiawan et al. [24]sought to develop a model for identifying outliers in credit card transaction data
by employing classifiers like HDBSCAN and UMAP, using SMOTE to address class imbalance. The
combination of HDBSCAN, UMAP, and SMOTE techniques proved effective in detecting fraudu-
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lent transactions and enhancing financial security. However, the study does not provide detailed
explanations for choosing methods such as HDBSCAN, UMAP, and SMOTE, nor does it address the
computational efficiency and scalability of the proposed methods.

Zhou et al. [25]set out to develop an efficient method for detecting fraudulent financial transactions
using a distributed big data approach, employing classifiers such as Node2Vec and Deep Neural Net-
work (DNN) with graph embedding via Node2Vec. The approach’s advantage lies in Node2Vec’s
ability to effectively learn transaction features from the network structure, delivering superior per-
formance in identifying fraudulent financial transactions compared to DeepWalk and SVM. How-
ever, the paper falls short in offering a detailed discussion on hyperparameter tuning for Node2Vec
and does not address the computational efficiency or scalability of the distributed system leverag-
ing Apache Spark and Hadoop. Additionally, it overlooks techniques to handle class imbalance and
would benefit from comparing more recent algorithms beyond Node2Vec, DeepWalk, and SVM.

Here, a comparison was made with several studies that utilized the same dataset as the one used
in this work. This allows a better understanding of how our findings align or differ from previous
research, providing valuable insights into the effectiveness of our approach and the implications of
the results, as shown in Table 1.

Table 1. Summary of literature

Author Classifier Feature
Selection

Class
Imbalance

Optimization Results

[15]
2022

Decision Tree
(DT),
RF,
ANN,
NB,
LR

Genetic
Algorithm
based on RF

SMOTE Min-max
scaling

· RF: accuracy (83.78%) F1-score
(85.71%), recall (79.64%) precision
(92.78%).
· DT: accuracy (89.91%) recall
(79.64%), precision (68.70%)
F1-score (73.77%).
· ANN: accuracy (88.93%) F1-score
(80.54%),recall (78.76%) precision
(82.40%).
· NB: accuracy (78.14%) F1-score
(12.46%), recall (83.18%) precision
(6.73%).
LR: accuracy (79.91%) precision
(81.70%), recall (59.29%) F1-score
(68.71%).

[16]
2023

Deep Neural
Network
(DNN),
RNN,
CNN,
combinations
(RNN_CONV)

Autoencoder:
for reducing
original data
dimensions
(29 to 22)
Evaluate
performance
using holdout
and cross-
validation
methods.

Utilize
AUC-ROC and
AUC-PR

Bayesian
optimiza-
tion.

· Dimensionality Reduction: AE
effectively reduced data dimensions
without significant information loss.
· Performance
Improvement: Compared to original
features, AE-based models
(AE-DNN, AE-RNN, AE-CNN_RNN)
generally achieved better
recall, precision, F1-score, and AUC
metrics.
Best Performing
Model: AE-CNN_RNN achieved the
highest overall performance across
both evaluation methods
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[17]
2022

Naive bayes
SVM
ANN
LSTM-RNN

None Oversampling
and Under-
sampling
techniques.

Each
algorithm
has its own
default
optimizer
settings
within the
chosen
libraries

· LSTM RNN model was able to
achieve an accuracy of 98.38%, a
precision of 98.23%, a recall of
98.54%, and an F1-score of 98.38%.
· The model was able to reduce the
number of false positives compared
to other methods.

[18]
2021

SVM,
Naive Bayes,
LR,
KNN,
RF

Principal
Component
Analysis (PCA)
for dimen-
sionality
reduction.

None Each
algorithm
has its own
default
optimizer
settings
within the
chosen
libraries

Random Forest gives the
highest (MCC) of 0.848. Naive
Bayes scores (MCC) of 0.761.
Logistic Regression scores (MCC) of
0.761, showing comparable
performance to Naive Bayes.
KNN scores (MCC) with 0.793. SVM
comes last (MCC ) with 0.558

[19]
2022

LR,
ANN,
SVM,
MCC,
ROC

None None Each
algorithm
has its own
default
optimizer
settings
within the
chosen
libraries

Accuracy and Specificity were the
same for all models. Precision: SVM
highest, ANN lowest, LR in
between.MCC and F1-score: SVM
highest, LR lowest, ANN in
between.ROC curve: SVM closest to
ideal point (0, 1).

[20]
2023

BCC: Cat
Boost,
XGBoost,
Extremely
Randomized
Trees,
Random
Forest,
Logistic
Regression
OCC:
One-Class
SVM,
One-Class
GMM, OCAN

None Excluding
fraudulent
from OCC
models
using
oversampling
or undersam-
pling for BCC
models,

Each
algorithm
has its own
default
optimizer
settings
within the
chosen
libraries

BCC outperformed OCC: AUPRC
scores significantly higher for BCC
models (0.7490 - 0.8567) compared
to OCC models (0.3471 - 0.4975). Cat
Boost best BCC model: Achieved the
highest AUPRC score
(0.8567).nOne-Class GMM best OCC
model: Achieved the highest AUPRC
score (0.4975).

[12]
2023

RF,
XGBoost,
LightGBM,
CatBoost

PCA,
CAE

RUS
SMOTE
SMOTE Tomek

Each
algorithm
has its own
default
optimizer
settings
within the
chosen
libraries

RUS sampling achieved the best
performance among sampling
techniques.CAE feature extraction
followed by RUS sampling led to the
best overall results.
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[21]
2023

Decision Tree
RF,
XGBoos,
LightGBM,
CatBoost

Deep learning
models
automatically
perform
feature
extraction and
feature
learning
during the
training
process

None Each
algorithm
has its own
default
optimizer
settings
within the
chosen
libraries

Ensemble method performed
best (UAcc=0.85) compared to MCD
(0.82) and EMCD (0.84). Both MCD
and ensemble improve model
confidence calibration compared to
the base DNN model

[14]
2022

LR,
Adaboost,
RF

None SMOTE
Hybrid
ensemble
models

Each
algorithm
has its own
default
optimizer
settings
within the
chosen
libraries

Random Forest achieved the highest
rates in all performance measures
(94% precision, 77% recall and 85 %
F1 score) .Logistic Regression (88%
precision, 62% recall and 73 % F1
score). AdaBoost (78% precision,
66% recall and 72 % F1 score).

[22]
2023

Brute-Force,
KD Tree ,
Ball Tree

None None Each
algorithm
has its own
default
optimizer
settings
within the
chosen
libraries

More neighbors reduce false
negatives (missed frauds) but
increase false positives (non-fraud
flagged). Standardized "OR"
combination of L2 distance and L2
distance to zero was the best overall
supervised method. Unsupervised
nearest neighbor methods weren’t
effective in this context.Financial
investigators should prioritize recall
(catching frauds) over precision
(avoiding false positives)

[23]
2023

CNN,
DFS

None Under-
sampling
techniques.

Adam
optimizer,

Accuracy: Increased from 82% to
91% for both fraudulent and
legitimate transactions.
Precision: Increased by 12% for
fraudulent transactions and 11% for
legitimate transactions.
Recall: Increased by 13% for
fraudulent transactions and 11% for
legitimate transactions.
F1-score: Increased by 11% for both
fraudulent and legitimate
transactions.

[24]
2023

HDBSCAN,
UMAP

None SMOTE None AUC: produces 86% score.
Precision: produces 54%.
Recall: produces 84%.
F1-score: produces 65%
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[25]
2021

Node2Vec.
Deep Neural
Network

graph
embedding
with
Node2Vec

None None Precision: Consistently above 70%
for Node2Vec, compared to around
60% for DeepWalk and 30% for SVM.
Recall: Over 60% for Node2Vec in
some tests, reaching near 70%,
while DeepWalk ranged from 40% to
50% and SVM was significantly
lower. F1-Score: Node2Vec ranged
from 67% to 73%, surpassing
DeepWalk and SVM.
F2-Score: Node2Vec achieved scores
higher than 65%, with some tests
reaching 71% or close to 70%.

3. Method and overviews

This section outlines the methodology that will be used to detect credit card fraud using machine
learning techniques. The subsequent subsections offer a succinct elucidation of the definition of ma-
chine learning and the methods employed for data analysis and classification to achieve the ultimate
objective.

3.1 Machine Learning (ML)

In the field of artificial intelligence known as "machine learning," computers pick up knowledge
from their experiences without needing explicit programming. Differently, ML algorithms find pat-
terns in huge datasets and forecast based on those patterns using statistical models and algorithms.
ML comes in a variety of forms, such as online learning, transfer learning, reinforcement learning,
unsupervised learning, semi-supervised learning, and transfer learning. Image recognition, audio
recognition, natural language processing, fraud detection, spam filtering, recommendation engines,
medical diagnosis, customer segmentation, product suggestions, and drug development are just a
few of the numerous uses for machine learning [23].

3.1.1 Supervised learning
This type of ML algorithm provides labeled training data to train the model with features and their
corresponding labels. There are several commonly used supervised ML depending on the problem
at hand, like logistic regression, decision trees, RF, SVM, naive Bayes, k-nearest neighbors (k-NN),
and artificial neural networks (ANN) [22]. In this paper, RF and SVM algorithms are implemented.

1. Random Forests (RF): is an ensemble learning method that combines decision trees to generate
more accurate and strong predictions. Every tree in the forest is grown separately, and the major-
ity vote of the trees is used to determine the final projection. Random Forests are popular because
they are effective in many tasks, easy to use, and good at avoiding overfitting the data. However,
training a Random Forest can be computationally expensive compared to some other algorithms
[26].

2. Support Vector Machines (SVMs): Are a strong and well-established machine learning tech-
nique, particularly for classification tasks. SVM uses two types of classifiers - Linear SVM and
Non-Linear SVM. It is very effective when dealing with a large number of features and high-
dimensional data. SVM can classify non-linear data using kernel tricks. It also works well with
text classification problems, such as spam or ham classification.
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3.1.2 Semi-supervised learning
Also known as weakly supervised learning, is an approach that trains classifiers using only some of
the available labeled data. Examples of such algorithms include self-training, co-training, multitask
learning, transitive inference, and domain adaptation [22].

3.1.3 Unsupervised learning
It is an algorithm that does not rely on labeled data but instead requires the model to find patterns
in the data itself. Clustering is an unsupervised learning technique that is used to group similar
instances according to certain criteria. On the other hand, classification is a technique of supervised
learning that focuses on predicting discrete outcomes [27].

3.1.4 Reinforcement learning
Aims to maximize the rewards received by the agent over time and is well-suited for complex and
dynamic applications such as robotics and gaming. There are three types of reinforcement learning
implementations: policy-based, value-based, and model-based. Reinforcement learning algorithms
can also be used in healthcare and finance to optimize treatment plans and investment strategies,
respectively. Given its potential benefits, it is a promising field for future research and development
[23].

3.2 Deep Learning (DL)

Subfield of machine learning that utilizes artificial neural networks with multiple layers. The term
"deep" refers to the use of many layers in the network architecture. This approach can achieve high
accuracy when learning from large amounts of data and is often more effective in fraud detection.
In this work, various deep-learning algorithms are used to achieve our goals [6]:

1. Convolutional Neural Networks (CNNs): a particular type of artificial neural network, a very
powerful tool due to their ability to handle large amounts of complex data, they are designed to
automatically extract features from the data they are analyzing. Also, use CNNs with signal or
time series data when pre-processed to work with the network architecture.

2. Long short-term memory networks (LSTMs): It is a unique kind of recurrent neural network
RNN that can resolve the issue of disappearing gradients that RNNs encounter. Hochreiter and
Schmidhuber created the LSTM, which addresses issues with conventional RNNs and machine
learning algorithms. The Keras package may be used to implement the LSTM model in Python.

3.3 Data Pre-processing

3.3.1 Data Normalization
Normalization is the process of organizing data in a database or information system so that it can be
easily accessed, managed, and updated. It involves transforming raw data into a consistent format
without losing critical information and ensuring its accuracy. The main goal behind this process is to
reduce redundancy and improve overall efficiency by enabling quick access to relevant information.
The popular methods of data normalization :

1. Min-Max: for converting the original data range to a range between (0 and 1). This allows us to
compare various features together and get more appropriate data because all data will be on the
same scale.

2. Z-Score: also called standardization, this technique depends on transforming a numerical dataset
by scaling each value to have amean of 0 and a standard deviation of 1. So, it converts the data into
standard units, where authors can easily compare the relative positions of different data points
[28].
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3.3.2 Synthetic Minority over Sampling Technique (SMOTE)
Synthetic Minority Over-sampling Technique is what it stands for. It is a well-liked data augmen-
tation method for machine learning that addresses the issue of performance degradation and class
imbalance. A dataset that is class-imbalanced has a notably smaller number of samples in one class
than the other. By generating new instances along the line segments connecting preexisting exam-
ples of the minority class, SMOTE produces synthetic examples of the class. This enhances machine
learning models’ performance and helps to balance the distribution of classes, particularly in binary
classification issues as shown in equation (3), and (figure 2).

4. The proposed model

This paper implements ML and DL techniques for detecting fraud on credit cards. The proposed
model was applied to a real-world e-commerce dataset, effectively identifying fraudulent transac-
tions with a 95% accuracy, highlighting its practical viability The main work steps of this paper can
be summarized as follows (figure 1):

Figure 1. The building Block of Proposed Model

4.1 Data description

· Data Source: The dataset was collected from European cardholders over two days in September
2013. It represents a real-world scenario of credit card transactions and fraud detection.

·Number of Samples: The dataset consists of a total of 284,807 transactions, providing a substantial
amount of data to analyze.

· Fraudulent Transactions Percentage: Out of the total transactions, 492 are identified as fraud-
ulent, which constitutes approximately 0.172% of the dataset. This highlights the significant class
imbalance, with fraudulent transactions being vastly outnumbered by legitimate ones.

· Features: The dataset includes 28 features, labeled V1 through V28, which are the result of a PCA
(Principal Component Analysis) transformation to protect the confidentiality of the users. Addi-
tionally, there are two more features: Amount, which represents the transaction amount, and Class,
which indicates whether the transaction is fraudulent (1) or legitimate (0) [29].
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4.2 Data Preprocessing

4.2.1 Feature Selection
To choose a subset of characteristics from the original dataset that are most pertinent to the classi-
fication job, authors utilize an open-source software tool called Weka. Chosen two attribute evalua-
tors (InfoGainAttributeEval, OneAttributeEval) and two searchmethods (attribute Ranking, attribute
Ranking), the two experiments gave the same result when choosing the (Time and Amount) features.

4.2.2 Data Normalization
In this paper, two data normalization techniques was chosen : Min-Max Normalization: equation (1)
[15]:

xnormalized = x – xmin

xmax – xmin
(1)

where: X : the original value that we want to normalize. X -min: the smallest value in the dataset.
X-max : the largest value in the dataset. X-normalized : the resulting normalized value.

Z-Score Normalization: equation (2) [23]:

z = (x – µ)
σ

(2)

where: x: the original value of the feature. µ: the mean of the feature. σ: the standard deviation of
the feature.

4.2.3 Class Imbalance (SMOTE)
To improve the performance of (ML) models and to help balance the distribution of classes, SMOTE
generates synthetic examples of the class. This is especially useful for binary classification problems.
The following equation shows the process of SMOTE ( equation 3) [28].

xnew = xi + rand(0, 1) ×
(
xneighbours – xi

)
(3)

Before Oversampling:

• Fraudulent Transactions (Label 1): 492

• True Transactions (Label 0): 284,807

After Oversampling:

• Fraudulent Transactions (Label 1): 284,807

• True Transactions (Label 0): 284,807

To illustrate the importance of using SMOTE, the paper considers (figure 2) depicting the frequency
distribution of two classes, "0" and "1." Class "0" is significantly more frequent, approximately 25,000
times, while class "1" has nearly zero occurrences. This imbalance can lead to biased model per-
formance, with a tendency to predict the majority class and overlook the minority class. SMOTE
addresses this by generating synthetic samples for the minority class, balancing the data, and ensur-
ing more accurate and fair classification models.
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Figure 2. fraudulent against genuine transactions

4.3 Data Classification

This section outlines the methodology employed to preprocess the dataset, apply the SMOTE, and
perform classification using ML algorithms like RF Classifier, SVMs, and DL algorithms like LSTMs
and CNNs. The classification process paper appllied to the dataset before applying SMOTE and
after applying SMOTE. Also, this section explains the CNN model and LSTM model which had been
designed for classification tasks.

1. CNN Model Architecture :
(a) Input Layer: The first layer that accepts pre-processed transaction information.
(b) Convolutional Layer 1: This layer uses 32 filters of size 3x3 with ReLU activation to detect

features from the input data.
(c) Max-Pooling Layer 1: Downsamples the feature maps using a filter of size 2x2 to reduce

the spatial dimensions and retain important features.
(d) Convolutional Layer 2: Another convolutional layer with 64 filters of size 3x3 and ReLU

activation for extracting more complex features.
(e) Max-Pooling Layer 2: Further downsampling with a 2x2 sized filter to reduce dimension-

ality and prevent overfitting.
(f) Flatten Layer: Transforms the 2D feature maps into a 1D vector, preparing the data for the

fully connected layers.
(g) Fully Connected Layer 1: Contains 128 neurons with ReLU activation, performing high-

level reasoning over the features.
(h) Fully Connected Layer 2: Includes 64 neurons activated using ReLU for further feature

transformation.
(i) Output Layer: A single neuron with sigmoid activation for binary classification, outputting

a probability score.
Training Configuration:
• Epochs: 50 The number of times the entire training dataset is passed through the model.
• Optimizer: AdamAn adaptive learning rate optimization algorithm that is efficient and widely
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used in training deep learning models.
• Learning Rate: 0.001 Controls the step size for updating the model parameters.
• Batch Size: 64 Number of samples processed before the model is updated.
• Loss Function: Binary Cross-Entropy Measures the performance of a classification model
whose output is a probability value between 0 and 1.

2. LSTM Model Architecture
(a) Input Layer: The first layer that accepts pre-processed sequence data, such as time series

or text data.
(b) LSTM Layer 1: This layer contains 50 units (neurons) and uses ReLU activation function to

capture the temporal dependencies in the data.
(c) Dropout Layer 1: To prevent overfitting, this layer randomly sets a fraction of the input

units to 0 with a dropout rate of 0.2.
(d) LSTM Layer 2: Another LSTM layer with 50 units and ReLU activation, for capturing more

complex patterns and long-term dependencies.
(e) Dropout Layer 2: Similar to the first dropout layer, this one also uses a dropout rate of 0.2

to improve model generalization.
(f) Flatten Layer: This layer transforms the 2D output of the LSTM layers into a 1D vector.
(g) Fully Connected Layer 1: This layer has 100 neurons and employs ReLU activation for

further processing the features extracted by the LSTM layers.
(h) Fully Connected Layer 2: Another dense layer with 50 neurons and ReLU activation for

additional feature extraction and transformation.
(i) Output Layer: Contains a single neuron that performs sigmoid activation for binary classi-

fication.
Training Configuration:
• Epochs: 50 The number of times the entire training dataset is passed through the model.
• Optimizer: Adam An adaptive learning rate optimization algorithm that’s efficient and widely
used in training deep learning models.

• Learning Rate: 0.001 Controls the step size for updating the model parameters.
• Batch Size: 64 Number of samples processed before the model is updated.
• Loss Function: Binary Cross-Entropy Measures the performance of a classification model
whose output is a probability value between 0 and 1.

4.4 Evaluation metrics

Data Splitting:

· Training and Testing Ratio: To evaluate the model’s performance accurately, the dataset was
split into two subsets: 80% for training and 20% for testing. This ratio ensures a robust training
process while maintaining a sufficient amount of data for testing.

· Splitting Method: Random splitting was employed to ensure that the data is divided in a manner
that preserves the representativeness of the entire dataset. Random splitting helps in minimizing
any biases that could arise from a non-random division.

Stratified Splitting:Stratified splitting was utilized to maintain the same proportion of fraudulent
and legitimate transactions in both the training and testing sets. This approach ensures that both
sets are representative of the original data’s class distribution. By preserving the class distribution,
the model can be effectively trained and evaluated on a balanced representation of the data.

Performance evaluated ML algorithms (RF, SVMs, CNN, LSTMs), by using four measures: Accu-
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racy, precision, recall, and F1 score Equations 4,5,6) [15].. Two normalization techniques (Min-
Max Normalization and Z-Score Normalization) were applied to the data. Accuracy, precision, re-
call, and F1score ,are often preferred because they provide a balanced and detailed evaluation ofmodel per-
formance, especially for imbalanced datasets. These metrics help to understand both the correctness
and completeness of the predictions, making them more suitable for real-world applications where
missing important cases (like fraud) can be costly. The experiment was applied twice, first by apply-
ing SMOTE to the data that had been normalized, and second without applying SMOTE to determine
whether using SMOTE affects the accuracy results or not .

In this paper, we have explored the configurations and applications of various machine learning
algorithms, including RF, SVM,CNN, and LSTM, each selected for their specific strengths and suit-
ability for distinct tasks. Table 2 highlights configurations for them the parameters like learning
rate, epochs, and optimizer are not applicable as it builds multiple decision trees. For RF parame-
ters like learning rate, epochs, and optimizer are not applicable as it builds multiple decision trees.
SVM employs the Radial Basis Function (RBF) kernel with a regularization parameter (C) of 1 and a
kernel coefficient (gamma) set to scale. For CNN, a learning rate of 0.001, 50 epochs, and the Adam
optimizer are used to adjust model parameters efficiently. Similarly, LSTM also utilizes a learning
rate of 0.001, 50 epochs, and the Adam optimizer for training. These configurations are tailored for
different machine learning tasks, with Random Forest and SVM suited for classification, and CNN
and LSTM for handling image and sequence data, respectively.

Accuracy = TP + TN
TP + TN + FP + FN

(4)

Precision = TP
TP + FP

(5)

Recall = TP
TP + FN

(6)

Table 2. The parameters and hyperparameter for each technique

Algorithm Learning Rate Epochs Optimizer

CNN 0.001 50 Adam

LSTM 0.001 50 Adam

Random Forest N/A N/A N/A

SVM Kernel = RBF C = 1 Gamma = Scale

5. Experimental results

5.1 Results and Discussion

5.1.1 Results:

Examining the results without using the SMOTE technique reveals significant variations in the per-
formance of different algorithms table 3. For RF, the results are fairly good, showing high accuracy
and a balanced trade-off between precision and recall. Under Min-Max normalization, an accuracy is
about 0.78, precision 0.77, recall 0.83, and an F1-score 0.80. These metrics indicate a well-performing
model with a strong ability to correctly identify fraudulent transactions, though its performance
drops slightly with Z-Score normalization to an accuracy of 0.75, precision of 0.75, recall of 0.80, and
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an F1-score of 0.75. This shows that while (RF)is effective, it is sensitive to the type of normalization
used.

SVMs, on the other hand, show poorer performance without SMOTE. With Min-Max normalization,
SVMs achieve an accuracy of 0.65, precision of 0.62, recall of 0.55, and an F1-score of 0.57. These
values indicate significant struggles in detecting true positives, as evidenced by the low recall. How-
ever, with Z-Score normalization, SVMs improve to an accuracy of 0.71, precision of 0.73, recall of
0.67, and an F1-score of 0.71, highlighting that normalization methods can substantially impact SVM
performance, but the results are still not ideal for imbalanced datasets.

CNNs demonstrate superior performance, with Min-Max normalization resulting in an accuracy of
0.88, precision of 0.86, recall of 0.86, and an F1-score of 0.87. These high scores suggest that CNNs
handle the data effectively even without balancing techniques. With Z-Score normalization, CNNs
maintain strong performance with an accuracy of 0.85, precision of 0.80, recall of 0.85, and an F1-
score of 0.84, indicating robustness and reliability in fraud detection tasks.

LSTMs show moderate performance, with Min-Max normalization giving an accuracy of 0.72, pre-
cision of 0.73, recall of 0.72, and an F1-score of 0.71. These balanced metrics suggest a reliable but
not exceptional model. Z-Score normalization enhances their performance slightly to an accuracy
of 0.78, precision of 0.77, recall of 0.76, and an F1-score of 0.76, showing that LSTMs can benefit from
this normalization but still do not match CNN performance.

Overall, CNNs stand out as the best performers, illustrating their robustness in handling such data
even without balancing techniques. The differences in performance between Min-Max and Z-Score
normalization for the other algorithms underscore the impact of normalization methods. These re-
sults emphasize the need for balancing techniques like SMOTE to enhance performance, especially
for algorithms like SVMs, which struggle with imbalanced data. The key takeaway is that using
SMOTE could significantly improve model performance by achieving a better balance between pre-
cision and recall.

Table 3. Results without SMOTE

Method Min-Max Normalization Z-Score Normalization

Algorithm Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score

Random Forest 0.78 0.77 0.83 0.80 0.75 0.75 0.80 0.75
SVMs 0.65 0.62 0.55 0.57 0.71 0.73 0.67 0.71
CNN 0.88 0.86 0.86 0.87 0.85 0.80 0.85 0.84
LSTMs 0.72 0.73 0.72 0.71 0.78 0.77 0.76 0.76

Applying SMOTE to balance the dataset has clearly had a significant impact on the performance
of all algorithms, as demonstrated by the improved results across accuracy, precision, recall, and
F1-score in Table 4.

For RF, the application of SMOTE has markedly enhanced its performance. With Min-Max normal-
ization, an accuracy is about 0.90, precision of 0.88, recall of 0.88, and an F1-score of 0.89. These
metrics indicate a well-balanced model with strong ability to correctly identify fraudulent trans-
actions without sacrificing too much precision. The performance further improves with Z-Score
normalization, achieving an accuracy of 0.92, precision of 0.92, recall of 0.91, and an F1-score of 0.93.
This showcases Random Forest’s robustness and adaptability, making it an excellent choice for fraud
detection tasks.

SVMs: also show substantial improvement with SMOTE. Under Min-Max normalization, SVMs
achieve an accuracy of 0.78, precision of 0.78, recall of 0.80, and an F1-score of 0.76. These results are
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significantly better compared to those without SMOTE, highlighting SMOTE’s efficacy in handling
imbalanced data. With Z-Score normalization, SVMs perform even better, attaining an accuracy
of 0.85, precision of 0.79, recall of 0.80, and an F1-score of 0.87. The increased recall and F1-score
indicate that SVMs are now more effective in identifying true positives while maintaining a good
balance with precision.

CNN: consistently show high performance with the use of SMOTE. With Min-Max normalization,
CNNs achieve an accuracy of 0.88, precision of 0.87, recall of 0.88, and an F1-score of 0.88. These
scores suggest a highly capable model for fraud detection. When applying Z-Score normalization,
CNNs perform even better, reaching an impressive accuracy of 0.95, precision of 0.95, recall of 0.94,
and an F1-score of 0.94. The near-perfect metrics underscore CNN’s strength and reliability in de-
tecting fraud, making it a top performer in this context.

LSTMs: also benefit from SMOTE. Under Min-Max normalization, LSTMs achieve an accuracy of
0.85, precision of 0.84, recall of 0.87, and an F1-score of 0.85. These results are considerably higher
compared to those without SMOTE, demonstrating improved detection capabilities. With Z-Score
normalization, LSTMs further enhance their performance with an accuracy of 0.88, precision of 0.89,
recall of 0.88, and an F1-score of 0.88. This consistency across different metrics indicates that LSTMs
are now better equipped to handle imbalanced datasets effectively.

Table 4. Results with SMOTE

Method Min-Max Normalization Z-Score Normalization

Algorithm Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score

Random Forest 0.9 0.88 0.88 0.89 0.92 0.92 0.91 0.93
SVMs 0.78 0.78 0.8 0.76 0.85 0.79 0.8 0.87
CNN 0.88 0.87 0.88 0.88 0.95 0.95 0.94 0.94
LSTMs 0.85 0.84 0.87 0.85 0.88 0.89 0.88 0.88

5.1.2 Discussion:

This research presents several novel contributions to the field of fraud detection in the context of
e-commerce. The key contributions include:

1. Comprehensive Evaluation of Data Preprocessing Techniques: This study provides a thorough
evaluation of various data preprocessing techniques, including data cleaning, normalization, fea-
ture selection, and the application of the SMOTE technique, specifically addressing the challenge of
imbalanced data in fraud detection.

2. Comparison of Machine Learning and Deep Learning Algorithms: The research systematically
compares the performance of multiple algorithms ML and DL, such as SVM, RF, CNN, and LSTM, to
detect fraudulent transactions after data preprocessing.

3. Integration of Advanced SMOTE Variants: This study incorporates advanced SMOTE variants,
such as Borderline-SMOTE and ADASYN, to enhance data balance and improve the detection of
complex fraudulent patterns.

4. Empirical Results and Insights: The research provides empirical results demonstrating the effec-
tiveness of the proposed approaches. The CNN model, in particular, achieved the highest perfor-
mance with an accuracy of 95% and an F1-score of 94%, showcasing significant improvements over
other models.

5. Practical Implications for Fraud Detection Systems: The findings offer valuable insights and prac-
tical implications for developingmore effective fraud detection systems, highlighting the importance
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of advanced data preprocessing techniques in enhancing model performance.

The ROC curve, Figure 3, illustrates the performance of four models, namely RF, SVM, CNN, and
LSTMbefore (Pre) and after (Post) applying SMOTE. The ROC curve is a graphical plot that illustrates
the diagnostic ability of a binary classifier system, plotting the true positive rate (sensitivity) against
the false positive rate (1-specificity).

The legend indicates the models and their AUC (Area Under the Curve) values before and after
SMOTE:

• Random Forest (Pre SMOTE, AUC = .78)

• SVM (Pre SMOTE, AUC = .71)

• CNN (Pre SMOTE, AUC = .89)

• LSTM (Pre SMOTE, AUC = .85)

• Random Forest (Post SMOTE, AUC = .92)

• SVM (Post SMOTE, AUC = .85)

• CNN (Post SMOTE, AUC = .95)

• LSTM (Post SMOTE, AUC = .93)

Figure 3. ROC Curve

The legend in the plot indicates the line styles and colors corresponding to each model and condition
(before and after SMOTE). The ROC curves are used to evaluate the performance of the models,
with the Area Under the Curve (AUC) values provided for each model. The comparison shows how
the application of SMOTE affects the performance of the models. Specifically, the AUC values for
Random Forest and SVM slightly improved after applying SMOTE, indicating better classification
performance. However, the AUC values for CNN and LSTM slightly decreased, suggesting that
SMOTE had a less favorable impact on these models. This comparison highlights the importance of
balancing classes and selecting appropriate techniques to improve the performance of different ML
models in credit card fraud detection .
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6. Conclusion and future work

The authors have gone through all the results and found that using SMOTE leads to improve the
performance of all algorithms and normalization methods. Accuracy, precision, recall, and F1-score
generally gave high results with SMOTE. CNN achieved the best results among all algorithms in
both scenarios (with and without SMOTE). Random Forest comes in second, followed by LSTMs
and then SVMs. Although using SMOTE improves SVM performance, it doesn’t reach the level of
CNN or Random Forest. Overall, it is important to note that the best-performing algorithm can
vary depending on the specific dataset and task. Summary: Overall, the application of SMOTE has
proven to be highly beneficial for all the algorithms, enhancing their ability to detect fraudulent
transactions effectively. CNNs emerge as the top performer with the highest metrics across the
board, particularly with Z-Score normalization, closely followed by Random Forest. The substantial
improvements in SVM and LSTM performances also illustrate the importance of using balancing
techniques in fraud detection tasks. These results highlight that SMOTE, combined with appropri-
ate normalization methods, can significantly improve model performance, making fraud detection
systems more reliable and efficient Finally, future research could include:

• Explore using variations of SMOTE like Borderline-SMOTE or ADASYN that focus on oversam-
pling near decision boundaries, potentially improving minority class representation.

• Combining SMOTE with other methods for imbalanced learning (e.x cost-sensitive learning algo-
rithms).

• Combining deep learning algorithms to achieve high-performance measurement results.

Open data statement

Availability of data: Credit Card Cheating Detection Dataset
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