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Introduction
A — —————— — = - §

One of the mc:% frequent mathematlcal problems that
ecounﬁer1féééarbhnwakéfs'is the problem of determing a
sﬁiféblé fubiction which is required to fit a physical or a
mathematical relation between two variables; the relation
mey be obtained eit!.r by the results of some measuréments
or through complicated calculations. This is the well known
"curve fitting prdblem"u

This classical methods for treating this problem are

elther by 1nterpolotlag some of the mecsured p01nts, which
is liable to glve doubtful ‘results, or by approximating the

whole set of points using the principle of the least error

squares.

A much better principle for approximation is to minimize
the meximum possible error, which is known as "Tchebycheff
approximation", whose only disadvantage is that the determination

“of the approximating function will envolve much more
complicated calculations. In the age of electronic compubers,
this difficulty should not prevent us from obtaining the

better results of the "Tchebycheff approximation."

A closely related problem to that of the "curve fitting"
is the problem of obtaining a solution for an over-determinate
system of equations. Again, this can be done according to

either the least squar method or by using the principle of



"Pchebycheff approximation'

In this research work the solution of both problems
(the "curve fitting problem" and the over-determinate system
of equations) is studied. A .theoretical treatment of the
least square method for solving both problems is given,
The technique of transforming these problems to a linear
programming problem is exposed in details, together with the

necessary computer programs.

It is hoped that tuis research will provide a useful
tool to research workers who are in need of the téchniques

of curve fitting or Tchebycheff approximation.

Cairo 28,10.64

Hosndi Amer



~

- "jam

-

CHAD:HR 1.

umweﬂi%h%
e

1.0, Structure of curve fitting problem and its meap?ng

Given a set of values for a pair of quantities (%;,¥y;)
concerning a given rphenomenon and supposing that the relation

between these guantities can be written in the form.

y = £fx) ,

it is required to determine the function f(x) on the basis of
the set of values of the pair of quantities (xi,yi). These
values may either be exact or may show random errors due to
the fact that they are measuréd statistical value concerning
the given phenomenon which shows rendon fluctuation. However,
the points here can be represented in ah (x,y) corrdinate
system and we have to indicate a curve which lies optimally

between these points. This procedure is called curve fitting.

It is clear that we need some principle for optimum choice,
The most populer principle of curve fitting is the so-called
method of least squares. Another principle which had been
carried out by Tchebycheff, cen be applied by using the
approach of linear programming which we shall try to do in

details,

Choice of the proper method of approxiamtion

When fitting a curve to a cluster of sample points, i.e.

in case of statistical data, the T-approximation can not be
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used at all. The only approximation to be used is the least
SqQuares approxiambion since the distribution of the given
statistical data is always Gaussian., However, on fitting
a curve, the fitting of a polynomial is advantageous from

the point of view of numerical work required and therefore

other types of curves are used only in the case of good

theoretical reasons.

Extrapolation

The fitted curve yields"a good approxiamtion of the
theoretical cdfve only within the domain of the given data.
Actuelly, the extrapolation is of doutful value in approxime-
ting by mging the least squares method while it leads to

erronous results when using the T-approximation.

Lo the following section, we shall briefly explain the

method of least squares.



l.l. Prineiple ¢f least

et

According to this principle and all other principles,
the form of the function f(x) {(i.€. polynomial, exponentisl
function etc.) is assumed to be known and the problem consists

in determining the v .ues of the unkown parameters; i.e.
£ = “2(x; ‘%0 ’ %_]_ y oo ’%'Il)

Thése parameters are to be chosen in such a way that

n
@) ‘_e 2
S = ; [yi o= f(xi H 4§Os q‘.lj oo ’Qﬁn‘)']

=il
should assume a minimum value. In other words, the sum of
the squares of the vertical distances (i.e. residualé} between
the observed values T5 and the theoretical values f(xi) must

be as small as possible

The solution of this problem implies the following system

of equations.

c o
?‘%k

Concerning the parameters E;k 0

O 9 (k=o,l,2, cee g Il)

This principle can be extended to the multi-variate case,
then, in the expression of s, x should be regarded as a vector

variable.
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Now, if the points lie approximately on a straignt line,
the most natural choice of the type of the curve is thet of a
straight line, but on the basis of our data, the fitting of
a straight line sometimes gives clear unsatisfactory results. ’
By using a polynomial of a higher degree, a close fit can
alweys be attainred. Thus if we know the real form of the
curve to be fitted, then fitting of polynomials can be regarded

in many ceses as an .approximating method.

Fitting A Polynomial

When fitting a polynomial of degree n we choose the

i 2 f% ‘% : : i
numbers Yo 13 ce* » yy 11 such a way that

i i A R n. Se
B _*4 [?l §J.‘“ ‘hga s s e X
Gtalkkes i1t° minimal value., This method leads to the eguations
Z_,a J4 :‘%o N +§1Z"i * 22 ;xnz'. tieals T—e%nz‘é

=]k i L i

in'yj.:%oz: X, +‘%l Z x?_ (ﬁazxi N '§ Z,,l -1
Tl il &) 3

L

2 e B SRR e iy e SO S
i A il i i i
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which cen easily be solved for the parametersiio;.%l, seo ’{in'

The sums E Xf ,ng‘_' Iy o (k=1,2400¢42n3 I=0,}50004n)
3 i
are to be computed from the given data.

An Extension to Fii ing A Polynomial

The method of fitting polynomials can be extended to a

more general case; if a curve of the type
vy = ?0 go(x) +~%lgl(x) s +-%n gn(X)

is fitted, where gj(x) (j=0,1424000,n) are arbitrerly chosen
functions of x. Later on we shall desl with the different forms

of gj(x), The method of least équares leads-to the equations.
i, 2 sy . .Q R
i ; g : 3 :

2, yigl(xik?oziégxi)gl(xi)+§.2j_:'(gl(xi) e =+?nz__.§ 8 (%108 (%5)

°

Zif Yign(xi)=fO§go(xi)gn(xi)ﬁlzggl(xi)gn(xi>+-'- -+€fniZ(gn(xi) )=

In this case the numerical work has slightly increased as
compared to the case of polynomials by the need of substituting

in the functions go(x), gl(x) ol Siow iy gn(x),
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Least squares and least iﬁ-l- Approximation

oy -
e~ -

A5 is well kmown, Guass uses the principle 2, L2 = Min.
in order to find the required function with fairlylsmall error
hi' Sometimes instead of Gauss's principle, it is used tb
minimize‘22:hg’where q is a large positve integer, that is
" the prinéiple 0or least qﬁg power", The Tchebycheff's
approximation is justified by the following fact "T-Approxima-
tion is a limiting- case of the least qﬁg approximation if g

tends to infinity¥.

Proof:

Let b .= Mex, | k|

al,
" 1 ll.q Z (% )ar
5 E |
" " }jl.lq Z (_El;)q:l/&](
i =
L1
1 i _h- [ (—-E-l- "-1;2— T oo ‘*'(r)q-i—..-'f'( Jq

which tends to h as g tends to infinity. This proves the fact.
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1.26 Approximaﬁion by Linear Programming

Let the values of a function be f(xi) at x = x;
(i=142, ++ 5 N) and let n functionng(x) be:given (Fi=1 .24 e3n)

We should like to approximate the N values f(xi) by a

linear combination of gj(x), i.e. by an expression
P(x) =T, 8, (®) 3 8.(%) + eeo K, £, (D)

choosihgﬁs,?j) s ;%j o '%n in such a way that the largest
deviation between Pn(xi) and f(xi) is as small as ppgsible.

Formally, we wish to find%j (j=041ly000.,n) such that the max.
of[B (x;) - £(x;)| is minimized.

Methods of regresentation:

For transforming this problem to a linear programming

one, the triallwas as follows, let

4 MaXQ Pn(Xi) — f(Xi) = H
1<igN

Then, for all i, we have

P . - f(x. ~<.H
‘ n(xl) (xl)‘ : (E=102 a2 ana)

1.e. -H(Pn(ii) - f(x;) {H

and it is required to minimize H.
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Because Bn(x) is a linear expression in%j, this is
a linear programming problem, However,we must.note that, it

is not required that the values of $j & H be non-negative,

Thus the linear programming problem can be written in

the form -

Find H, %j subject to the following constraints
gk (x1) T =GN 2708 (A=1,24455,0)
& H - Bn(xi) + f(xi) > {) (A=l 25ecasl)

and minimize

= H

[

Or more simply, find the (n+2) parameters‘io, %l’ S §j’ Siote ,%n
CWL H subjected to the 2N inequalities

-f(xi)+H+§ogo(xi)+§lg1(xi)+...+}ngn(xi)(i=l,2,...,N)

Ji

y]!_ i"\ j_)'i' H "?ogo(xi)-élgl(xi)"” .-?ne;n(xi)(i::l,E...,E)

Thus our problem have been transformed .as we heve seen gbove to
‘a2 linear programming problem with 2N inequalities and 2W+

(n+2) variables out of them (n+2) are non-restricted ones and

the others i.e. 2N are non-negative.,
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The Different Forms of gj(x)

For the fumct.on gj(x), it is always assumed to have one
of the following forms in the given interval on which £(x) is
defined

1.

This polynomial is defined in the following form:-

let(a,b) be the interval on the real & : T .
a. © b

axis on which f(xi} is defined. Let

C be the mid-point of the interval {(a,b) i.e.

agb and let r be the length of ac or c¢b i.e. 255 :

Then the Tchebycheff's polynomial of degree J is defined by

gj(x) = Cos (J cos™t ( §§2 )) = cos jP
X=-C
where cos ¢ = === X

Some grogerties of Tchebgcheff's golzgpnial'_

It is easy to see that Tchebycheff polynomial has the
following properties
g,(x) =1

_ X=C
e

gl(x) GebsCo

Il
y P

Also the following recurrence formula holds true

A

gj+l(x) = EXBJ(X) = gjwl(x)
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2. MAny given polynomial of degree j
e — — — —

A very importent special case of this form is the following

simple form.
s J
ga(x) X
In this case we heowe
Pn(x) = fo +-?l Xie - Satora *ﬁ§n e P

the fitting of polynomials.

Our questionnow is, which form of gj(x) is to be used
in fitting a curve or approximating a function? The answer
of this question is, of course, depending on the type of curve

to be fitted.
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Construction of the equations of the linesr programming

problem.

After choosing the functioans gj(x), the equations of

the linear programming problem can be written in the form of

the following table.

Table (1)
4 %o ?1 Ej én
J1= —f(xl) go(xl) 81<Xl) gj(xl) gn(xl)
Io= ”f(xz) %0(3{2) Sl(;xg) e;jCX_g) gn(xe)
Ti= | —E(xy) gy () 8y () 84 (%) 8, (Zy)
yi= £(x;) -8,(x1) -87(xp) -85(x) | -8,(xy)
yor | TG 1| -6, (%) -y (x)) ~65(%p) | =B(%y)
Yb';—'- £(xy) -8, (%) -8y (%) -85(xg) | -8,(xy)
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For the sake of simplicity and in general words

Table 1 can be written in the following tebular from.

Dable (2)
1=X1 e %3 Xn e *n+3
e =2 i) 813 SIS et B3
oBit=g - 957 850 8>3 8850 =+ f2.n33
Jp 7| &1 8np 8nz Bps! |7~ Sp.ns3
A 82 %3 s |-- oN,n+3
I R 1 LT 'S [ 8N+l,8- - °N+l,n+3
IoNEE S Eon g o Bo o 8oN,3 8N,s!{-~- %N,n+3
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Now, due to the fact that, the objective function z is
expressen in terms of H and %j (J=051325000yn) which are not
necessarily required to bemnon-negative, then it is of high
importance to say that this linear programming problem, after
expressing it in a suitable form, can be easily solved by the
well-known methods™ of linear programming., This suitable form
can be reached by expressing the objective function as‘well as
the dependent variasbles in terms of other variables which are
supposed to be non-negestive. Thus for this purpose, it is
required to change the (n+2) indpendent variables H and %j 26
by some other (n+2) of the dependent one's y]!_sa This operation
can be done in a number of (n+2) steps called "pivoting steps™
In each step one of the dependent variables is exchanged with one

of the independent variables.

After each step a so called "currént solution" has to be read
from the new table. The current solution is obtained by putting
a zero value for the independent varisbles and then the values
of the objective function as well as those of the depedent varia-
bles have to be read from the column of the constant term in the

new table.

x= By %hese methods we mean the multiplex method and the simplex
method in its different forms. These methods are supposed
to be known to the mathematical programers.
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The pivoting step:

. -Phetpanafermation of table‘(é;) in such a way that
the dependent variable (assume this varisble to be yr) is
exchanged with the independent variable (assume this variable
to be x%) is called a "pivoting operation". The row r is
called the pivos iiw axnd the column S is called the pivot
column. The element in the intersection of the pivot row with

the pivot column is called the "pivot element" or simply the

pivot. The choice of this pivot element is necessary and

sufficient to know what is required to be changed.

Carring the pivoting operation on table (2.), it will

have the form of table (%.).

Now, it is necessary to know some rules or principles

for co  lsting the new elements of table (3.), that is the
coeffi i1 s of the new independent variables. IFor this
purpose, s. \¢e
L5
I éz:: arj xj ks A o (3
J=1

and assumedIE tha element 8 to be non=zero i.e, ars# Q, Ghen

s=1 n+3

> i il é?i:j ®rj o
% = = X, + == y_ + - Lo 5 G2 )
i gelas 8rs J e 8ps 9
J=1 J=s+l

ot e A et s o e s

£ This assumption is necessary, otherwise we can not devide by

arso
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Table (3).

| X2 s I n+3
1= | &1 212 23 215 21,n+3
Y2 = | &1 222 223 225 2> n+3
8 = Er1 ) §r3 Ers -831‘,114-3
Iy = 2 =P =§N3 ‘ Es E‘N,n-}-ﬁ
IN+1T | &H+1,1 A+l,2 &N+1,3 EN+l,s | EN+1,n+3
Yog = | Zow,1 Zw,2 2,3 Bon,s | BoN,n+3
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From equation (2) and table (3,), it follows that

1.

The element ats in table (3.) which corresponds to the

pivot element ars in table (2.) is given by

Beg = 1 7/ 2y

The new elements 2n3 (J=13524 ocieyB=Ly8+l,ss09045) 1n table

(3.) which corresponds to the elements a_.

3 in the pivot

row in table (2.) are given by

Bpj = = 8py / By

Now, for the rest of the elements of table (3), we have

n+3
yi = i aij xj 9 (i——-lsasoeugm) ¢ o000 (-:j)
5=1

Then, substituting for X, from equation (2) in equation (3),

we get for if#r

s=1 e o+ B%
= 2_3 (ai.ﬂ _&%421 )xj + Big Tt (ai.v —ii-zﬂ)xj

% J s e o J rs

g=1 s J=s+l

which mesns that

The elemcnts a;_ (A= ,2 y s uiyl=ilig il o5 5in g 2N in tzble (5%)

which corresponds to the old elements a.

ig of the pivot

column in table (2.) are given by
Big = 844 i gL, (for a1l i, i#r)
The elenments éij (i#r, j#s) which corresponds to all the

elements a3 in teble (2.) exept those either in the pivot
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column orinthe pivot row are given by

i 2 ai ar.

el zs
Thus all new elements in table (3) can be constructed according

to the following &4 rules

Rule 1:

New pivot element - 1/0ld pivot element

= 1/a 4 5 4

e S rs

TS

Rule 2, 2 1 2

The new elements in the pivot row=

=— 0ld corresponding element/old

pivot element

leeo é g = arj/ars (J#S)

The new element in the pivot column =

= 0ld corresponding element/old pivot element

LeBa - B3 = B Ve g (i#r)

Rule 4.
The new element (neither in the pivot row not in the pivot
column) = old corresponding element +

(0ld element of the pivot column in the same TOoW)

x (new element of the pivot row L " " column)

S L. o= 8. 8. — T
El,] ala 1S rafars a2 L

l.€. 2 .
1 is 8rj
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This means that, assuming the element ag to be a pivot element
(of course B #0), we can exchange the dependent variable T
and the independent variable X., and by appling the pravious

4 rules, table (3.,) can be constructed.

Since our eim is to exchange the (n+2) variables X
(3=2,33 «ooyn+3) with some (n+2) varisbles from ¥y (1=142,...0,2N)
Then the question now is how can we choose the (n+2) variables
from the yis? In other words, for a fixed j, that is a fixed
pivot column, which row i has to be chosen as a pivot row?
Actually, we can choose any row i such that aij#o. A

suitable choice is to choose the row for which
Max,

“rs T 1<4 < on | 2

If there is more than one element in the column j having this
PToperty, we can select any one of them,

ssuming that, we had chosen the pivot element B and
consequently, we have constructed table (3.), then it is of
high lmportance to put in consideration that it is not allowed
in the next pivoting operations = to exchangeégpy Xj
(3=2,3, ooo 5 n+3 & j£s) with the dependent verisble in the nibl
row, since it is again Xy which is one of the unbounded

variables,
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Table (4)

Ir1 Irs yr,n+2

x5 A1 A, 413 41 043

I1 A £ Aoz A5 sz 20
s i) A5z bs3 bz |70
o/

Jrl

Irp

Jrn+2

Ion | AoNen-2,1 Pawin-2,2  faNeng3 Aoy n-2,043|.2°
X5 AoNen-1,1 #*oN-n-1,2  “2N-n-1,3 AoNon-1,n+3

% | Aowen,1  AoNen,2 AoNen,3 AoN-n,ns3
Fn43 | fow,g Aow 2 Ao, 3 Ao n43

In this table it is assumed that n+2 { N
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Now, repeating this pivoting operation and exchanging
other variables and so on till we reach that position where all
Xy (j=2,350+0yn+3) are exchanged with some (n+2) variebles from
T (i=142y oeo g ) (B8Y Jpys Tpo 9 oo 9 yrn+2) and remembering
that n+2 < N, we should get a new table generally has the form
of table (4.,) but sfter some arrangements. Table (4.) is a
teble of the linear programming problem. The following is the

summary'bﬂf%hat we have done to obtain table (4.)



The progedure to obtain table (4) is as follows

1=

In the pivot operations d,25..., D+2 repectively, suppose

$hat we have to exchange X, X33 cooy X, 3 Tespectively

with the n+2 variables yii§i=ri,¥€2,o.., rn+2) respectively

For the first pivot operation, we have to exchange X, with

the variable y; such that

ajvp = Maxo &, \

 Let this fixed i be m;

For the next pivot operation, we have to exchange X3 with
the variable y; such that '

ai,; = éﬂ?zm \&1,3\ (1 # ri)

let this fixed i be r,

Assuming now that, we.have exchanged X (=298 ye o lgitd)

with y; (i=rlsr2,noa,rt_l) respectively, then we can

exchenge X, ; with y; such that |
ai”t‘i’l =l\<iéo \ai’t+l\ (i# rl’ra’ooo’rt-l)

let this fixed i be 7.

repeat step 4 till we reach tableb(4)a
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Table (4) can be written expressed in our original symbols,

H’ %J' (,j:O,l,-o-,n) a.S fOllOWS-

. Dable (5)
\\\\\\\\\\ Xy Irl Ir2 ~ Jl-ns2

= A1 415 Apy Al nt3

4] Ay Aop 4oz A2 n+3 >

Toh Az Ao A33 43,043 7
‘--.:—/

Jrl

Ir2

Jrn+2

! |

Jon | Aowen-2,1 HoN-n-2,2 Aowen-2,5  AoN-n-2,n+3 >
3 AoNen-1,1 22§-n-1,2 %o8-n-1,2 Aow—n-1,n+3
31 AoN-n,1  22N-n,2  #2N-n,3 AoN-n,n¢+3

Sa | 4ew,1 Aoy,2 Aaw,3 Ao, n+3

Table (5) is a table prepared to‘linear programming.
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A flow char’ sud its FORTRAN program have been done
(see chapter 3.) for transforming the curve fitting problem to
the linear prégramming problem indicated by table (5.).
This linear programmiing problem can be solved by any of the
well-known methods f = solving such problems. A flow chart and
the corresponding FORTRAN program for the simplex algorithm
compact for_inequaiities had been done in Memo. 485 by Dr. Roshdi
Amer "faculty of engineering-Ein Shams univarsity"; We have
carried out a slight change in that program to neutrialize the
effect of adding the last (n+l) equations in table (5,) and to
obtain the required results. ~The modified FORTRAN program can
be seen in shapter (%.). By the help of this last program, we
shall be able to oﬁtain the coefficients of the required polynom-
ial of degree n and the value of the maximum absolute error.
We have done also é third FORTRAN program to calculate the errors

from the approximating function at all the given points.

The best approximating polynomial of degree n in the
given N points can be acheived through the optimal solution
.obtained from these mentioned programs. The method of organizing
the work with these programs depends on the type of the problem.
In the following, the two possible types, that can be encountered

by any application, are to be treated.
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Type 1.

If the number of the given points (N) is not too large

compared to the degree of the required polynomial (n), we

have to take all the N points (xi,yi) in consideration and to

apply consequently the three programs. The optimal approximat-

ing polynomial will be achieved through the solution obtained

by using these programs according to the following steps:=

1)

2)

3)

4)

For the first program, the required data are only the
given N points and the degree of the required polynomial,
Its result will be the previously mentioned table (5.)

i.e. a table for a linear programming programming problem .
This linear programming problem will be taken as aﬁ input

data for the second FORTRAN program.

The results of program II are the maximum gbsolute error
es well as the coefficients of the required approximating

polyncnaial.

Taking these results of program II as an input data for the
last programy the purpose of this last program is to provide
us with the errors at different points from the derived
polynomial.,

If it is found that the solution obtained untill now is
satisfactory(x), then the process is terminated, otherwise

step 1) is repeated. Thus by the help of these 3 programs,

*Sce the iterative routine to obtain the optimal solution in
type 2.
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we have already obtained the best approximating polynomial and

the errors at the diifferent points from this polynomial.

Type 2

If the number of the given points (N) is too large
compared to the degice of the best approximating polynomial
(n), we can not take all the given N points in cons ideration,
in applying the three programs. To obtain the optimal soiution
for the given curve fitting problem, let us introduce the

following

Definition

A reference is a set {xi&of (n+2) distinct abscissas

among the given N abscissas.

The iterative routine to obtain the optimal solution

We choose any reference {xi%a Appling the three programs
to the points of reference as input data, the best gpproximating
function for these points of reference and the errors at all the
given N points (i.e. h; for i=1424000,8) from the approximating
function can be obtained. The fact thaf the érrors at the points
of referénce are all equal in magnitude and alternating in signs
must be observed when arranging the points of reference according

to the order of their abscissas. Let the value of these equal

errors be H. Now, it turns out that either
hi < H (Foxr' all =12 ,52-5R)
or

hy > H (for some i=r,S,...,t)
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In the first case, it can be proved that the approximating

function at hand is a function of the best fit i.e. we have

reached the optimal solution.,

In the second case, We choose a new referenceﬁ_ig%among all

given points. Let the abscissas of this new reference be

denoted by x4 £ X< oo <xu(n+2). The choice of the new

reference must sotisfy the following

a)

b)

The new reference points errors must again be alternating

in signs if their abscissas are orderd i.e.

180 Bys = BlER Duegony = - 8isn bucsas p.1)

where n is any integer (+ve or - ve)

We prefere the point whose abscissa X, than that whose abscissa
X _1if the absolute value of the error at the first is greater

-
than that at the second point i.e. if

\ng| > V1,

It is lear that in this case, Where\hil;>H Lor@i=n s, sehy )

wn

at lei.st one point (xi,yi) (i=rys,e00,t) mist be exchenged
with acor.esponding point from tlie points of the first reference. -

The new reference chosed by the previous 2 conditions is called

she optimal reference.

To go from any reference to the optimal reference

through computations on the clectronic computer, this needs a

semewhat complicated prcgram which can be done if it is required

to automize the whole process,
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Now, due to the fact that, the objective function z is
expressen in terms of H and %j (J=051325000yn) which are not
necessarily required to bemnon-negative, then it is of high
importance to say that this linear programming problem, after
expressing it in a suitable form, can be easily solved by the
well-known methods™ of linear programming., This suitable form
can be reached by expressing the objective function as‘well as
the dependent variasbles in terms of other variables which are
supposed to be non-negestive. Thus for this purpose, it is
required to change the (n+2) indpendent variables H and %j 26
by some other (n+2) of the dependent one's y]!_sa This operation
can be done in a number of (n+2) steps called "pivoting steps™
In each step one of the dependent variables is exchanged with one

of the independent variables.

After each step a so called "currént solution" has to be read
from the new table. The current solution is obtained by putting
a zero value for the independent varisbles and then the values
of the objective function as well as those of the depedent varia-
bles have to be read from the column of the constant term in the

new table.

x= By %hese methods we mean the multiplex method and the simplex
method in its different forms. These methods are supposed
to be known to the mathematical programers.
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The pivoting step:

. -Phetpanafermation of table‘(é;) in such a way that
the dependent variable (assume this varisble to be yr) is
exchanged with the independent variable (assume this variable
to be x%) is called a "pivoting operation". The row r is
called the pivos iiw axnd the column S is called the pivot
column. The element in the intersection of the pivot row with

the pivot column is called the "pivot element" or simply the

pivot. The choice of this pivot element is necessary and

sufficient to know what is required to be changed.

Carring the pivoting operation on table (2.), it will

have the form of table (%.).

Now, it is necessary to know some rules or principles

for co  lsting the new elements of table (3.), that is the
coeffi i1 s of the new independent variables. IFor this
purpose, s. \¢e
L5
I éz:: arj xj ks A o (3
J=1

and assumedIE tha element 8 to be non=zero i.e, ars# Q, Ghen

s=1 n+3

> i il é?i:j ®rj o
% = = X, + == y_ + - Lo 5 G2 )
i gelas 8rs J e 8ps 9
J=1 J=s+l

ot e A et s o e s

£ This assumption is necessary, otherwise we can not devide by

arso
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To clarify the meaning of the choice of the new
reference, let us discuss the following problem.

Suppose we Lave N = 15 points and it is required to
find the best approximating polynomial of degree n= 2 i.e.
(n<K N).

To solve this problem; we choose first any reference
i.e. any set of 4 points and then we apply the three pPrograms
to determine the-error curve. Let the error curve be as shown
in £ig.(1l.) below. '

Now, if the point of the first reference is the point
indicated by the arrows i.e. 0, then, chosen the new reference
by the points indicated by the dotted arrows i.e. 02, it follows
that; the chosen points satisfy the previous two conditions.,

Thus it is the optimal reference .

I,

given

i O,reference
optimal

2 lreference

2 YA

Figure 1. R



Appling now, the three programs to this new reference to

determine

1- The approximating polynomial through this new reference

and the maximum absolute error.
2= The errors at all the given points,

We can Test whether we have reached the optimal solution or
not. If we reached such optimal position we stop the routine,

and if not we continue this iterative method.

The following fig (2.) is a diagram for the iterative
method used to obtain thé optimal solution.
The convergence bf this method to the required result is
easured by the exchange theorem which is mentioned in the

appendixe



.Choosing
'(n+2) points

el

-Table of a linear
programming problem

Max. absolute error & the
approximating polynomial

Program
LI

Testing Optimality

The errors at all
given points

Figure (2)
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 APPROXTWATION TO A SYSTE) OF EQUATIONS

Statement of the Eroblem

Suppose we have n variables X1 Xpy ooy X subjected to

the following N (N > n) independent equations

Aio + ; Ai,j Xj = O (i:nl,agoua,lq-)

where Aij (i=l32y00msN 5 j=041,2,0..,0) ‘aTe given constants.

In this system of equations, each equatién represents
a hypé:plane in the n~dimensional Bvclidisn space. When N=n,
’dhen9 since ﬁhe equations are independent, there is one and
only one solution for such system of equations. But when
N >n, then the system has no solution at all.

Ou: Gask in this chapter is to determine’the optimal

approximabting solution sz-‘i (J=1l525000,0) on the basis of

J
the fact that it will show some error hi
n :
hi = .A.io + : ¥ AiJ Xa (i=1923°°°,N) :
| =l | st

On which we shall impose certain conditions e;g; Gaussion
condition "i.e. the summation of the squarés of the errors be
minimum”™ which is the least squares approximation or the
Tchebycheff condition "i.e. the maximum absolﬁte value of the
error hi be a minimum® which is used either in T-approximation

or the linear programming approach.
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2.1 Least squares aroroximation

The approximation problem in this case can be summarized

as follows:-

Given the follcwing system of independent equations

where N > nj; A (I=1,25000 M5 =0,15250% . s D)k aTe i iven

53
constants, it iz required to détermine the oﬁtimal approximating
solution.'ij (j=1424e+0,n) such that the errors hy
n
Higs —eig Z Ai5 %5 (-0 g (15152, Sy}
J=1

satisfy the following Gaussian condition
. 2l it
ge Z: 2 = Win,
i=1
For the solution of such a problem, we have to solve the following

first order partial defferential conditions.

s :
’3*}?‘ = 0 (=020 .n)

which leads to the systen

;2:: [ Sio: gi:m L1 %q‘& B (§=1,2,...,n)

i=l J=1

I
i.eo ;. l AiO Aij + ; Aij Aij %j-'-- 0 (j-——'l,oo’n)
1= =

=
B



N n N
ZZ:- Aio Aq3 ( 2 ; Ajg A5 1%71{ =40
= k=1 1=1
n
oo aoa + £ aka %k = 0 (j=192, 600 ,,Il)
k= '
where
= N i) '
8ot % Aij » By = / : Aig B4
Tl 2=

From the last system of equations, it follows that we

have n variables in n-independent equations.

Therefore, it can be solved for the approximating values

S 32 eeer Sae

In case of hand calculations, the complications arising

are those of calculating the values of akj for

(k::o»lga’ooogn; jzlgaguoosn)
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tion by Linear Prograiuiing

2420 [—gpproxims

Tt is wanted G0 caculate tne opuimal approximating
solution i.e. the values of ‘§l’ ‘?2, SR ‘$n of the variables

X1y XpyeeerX, which are subjected to the following N (N > n)

s

constraints 4
aio + - aij xj = 0 (l=l,2,...,N)
) 4%;%
such that the maximum absolute value of the error hi
n
by = ag, + Y ay 5 Ej (=10 )
gl

is as small as possible, i.e.

llax., h. = lin.
1 <IN \ 1\

Phe trial to transforma this problem to a linear programning
one is simillar to the previous attempt done in the method of

represcntation (see I.2.) i.es

- Let
LiaxX . n. = .H
1 Mga&m \ nl\
n
B au Al g;% 25 5 ‘%q ( é; H (ol 2y e e o))
Il
~Beag g Z ayg iy L E (iml:2 )
J= 4
yi=aio+H+ %; a3 4 eﬁ,j 2, o) (=L, 2ssvall)
n

s ta e JZ; R T A S
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Because the inequalities are linear expressions in H and

previously mentioned, However we must remember again that the

3 (§=1325000,0), this is a linear programming problem as

values of H and %j are not required to be non-negative.

This linear programming problem can be written in the form,
Find the (n+l) variables H and '§j (321,240 +4,0) subjected

to the 2N inequalities |

yi=&lo+H+ ail %l""%a ~%2"‘ o0 o0 +ain§n (imlgz,..,l\])

&'. yi+N= ""'aio + H — ail %l et aiaga SN e ain‘%n ‘-:‘.-':lgavon,i\])

and minimize the objective function
AN o

Aga'n, we should like %o emphasize that the approximation problen

has bz sransformed to a linear programwuing problem with 2
const ;o in 20+ {z+l) variables, Out of this number «f variables
(p+i) swe .on-restricted and the rest (i.e. 2N) are non-negative.,

fnis la=" form of the problem can be tabulated in a %abular
form simili ~ o thatv of table (2.) and the algorithm ~un be

continued as . vrevioisly mentioned in case of curve fitting.

About the programs

We have gereralizcd the HOWIRAN program of the curve fitting
problem to be suitable ‘or solving the approximation problem.
CUn solving the proble:r (either curve fitting or approximation)

on the electronic compuber, it is of high importaice to adjust
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the switchs according to the associated problem, since the

difference is contained in the positions of the switchs.

Ageometrical intergretgﬁion_ggiTchebxcheff’s approximation:

To pick out the idea of Tchebycheff's approximation let
us interprete geometrically the following example.

Determine the nearest point to the following 3 straight lines

0

32,25 + 20x; + 15 35
- 0,15 + } xl - -4 xé =0
.f19.£9 + 11x; - 60 x, = 0

such that

i

38X e I ‘b;- ' Mino,

Iedics
where h{s are the respective distances from the given st. lines.
Here we have 3 equations in 2 variables and each equation

represents in the 2-dimensional Fuclidian space a straight

line. Plotting these 3 straight lines we get figure (1).
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Let the points of intersection of these 3 straight lineév;é
Ay, 8y, As.

Solving this problem by the programs done for that purpose,
the results shows that
meximum | h; | = 0.0950
& 3, = 1.0308

& §, = 0.6162
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i.e. the best appro:.mating point to the given problem is the
point (1.0308, 0.6le2)

Now let us calcﬁlate the length of the perpendiculars from
the point 0 = (1.0308, 0.6162) to the 5 sides A2A5,A Ay, Ay A2
of the triangle (loca OBl, OB 0B5) ,

OBl 2 20(100308)"‘15(0_’6162)" 52.25 L 09096

0B2 i 3(1.0508)- 4(09616?)— 015 _ 0.096
- . V . 5

o, = 11(1.0508)—602206163)+ 1980, Lo

Again, this means that for 3 equations in 2 variables; the
optimum approximating solution shows that it is the point from
. which the perpendiculars to the 3 given equations are all
equal to the maximum approximating error. liore precisely it is
the centre of the inscribed circle. Thus, ﬁe can reach the

following conclusion:-

In a 2- dimensional Euclidian space, if we have more than
5 equationé in 2 variables, the optimal point must be the centre
of the inscribed circle (i.e. the circle which touches 3 of the
straight lines) such that each one of the rest of the straight
lines must intersect the circle in 2 real points, otherwise the
errors for those lines will be more than the maximum absolute

error (i.e. the radias of the circle).
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CHAPTER 5,

2.0 FIELDS OF APPLICATION

This research can be applied in a broad variaty to problems
from great many fields such as engineering, physical, statistical

snd economical fields.

We shall notv weunuvion here many problems from these fields
of application, however 1 have the great pleasure to mention
that, 1 have already solved during the preparation of this
thesis some problems which were been given to the Operations
Research Center from the Faculty of Engineering and the Atomic
Hnergy Establishment. The problems of the fuclty ofengineering
are curve fitting problems and that of the atomic energy establish-
ment are approximating one's. The two types of problems can be

expressed as follows &=

In the first type of problems, in a research for the analy-
sis of the ron-linear distortion in a semi-conductor diode -
detectors, it is wanted to fit a relation between the direct
current Ij. and the applied voltage under certain biasing and
series resistance conditions.

The solution of this problem is given later on & indicated
by problem number (1)

In the second type of problems, in a research in nuclear physics,
it is wanted to find the constants |A|® and |BI® which

satisfy the following system of equations



S

\A F(I) + B G(I) \2 e 0 03 ) (L= 24 see3)

where

E(I) is the experimental value for the cross-section for the

™(P,n) He” reaction.

F(I) and G(I) represent the theoretical forward and backward
amplitudes for that reaction. The solution of this problem

will be indicated by problem number (2).

Here I should like to mention that, in this developing
world, the electronic digital computers become necessary tools
in such fields of application where hand computation could not

been feasible.

In the following section, we shall mention the different
programs dilscussed previously by means of which we had solved

a lot of examples.
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Read NPROB N,NP
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agy, = l/PE.
W

Arranging & Printing

table L=1.
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THE FOLLOWING ARE:-
1-  PROGRAW I

C A TRANSFORMATION OF CURVE FIT
C TO A LINEAR O{‘RAM"”NG PR OBLEI’ING PROBLEM(OR APPROXIMATING
DIMENSIONA 30 6).11(30)
1 READZ,NPROB N’ NP TN
2 FonMAf(ls 52 2(12 8X), £12,5)
- NT=N+1 . :
NR=2*N
| F(SENSE SWITCH 1)1
C CURVE FITTING FROSL M
3 NPF=NP+3
DOk |=1,N
NP1 =N+1
L READS,A(1,4) ,A(NPI,1)
5 FORMAT (2F10,1) )
PRINT6,NPROB,N,NP
PUNCH6 NPROB , M, NP
6 FORMAT{5X 14{JPROBLEM NUMBER, 12,5X, 2HN=, |2 5X,3HNP=,12//)
PRINT7, (A1, h) l-l N)
PUNCH7 (A(L, NL
7 FORMAT{2X 2Hx— 7FIb )
PRINTS, (AL1, 1), 1=NT,NR)
PUNCHS (A(l 1) D 1=N1NR)
FORMAT { 2X, 2fiy=_ 7F 10, )
Do 9 I=1,N
NP1 =N+
A ‘)—-A(NPI 1)
D09’ J=3,NPF
NQIT) A(I h)‘*(J 3)
9 A(NPI, ) ==A(1,J)
GO T015
¢ APPROX|MAT ING PROBLEM
10 NPF=NP+2
DO11 I=1,N
11 READ12 A{l L (AC1,J),J=3,NPF)
12 FORMAT(8F1D,
| F(SENSE SWITCH 4)112 1L
112 poik |=1,N
SUMA2=0, 0
D013 J=3,NPF
13 SUMA2=SUMA2+A(1,J)*A(1,J)
CONST=1./(SUMA2}%%0,5 °
ACl,1)=A(1,1)*CONST
NP | =N+ |
A(NPI, 1)=—A(I 1)
DOT4 J=3 ,NPF
A(l,J)=A(1 J)*CONST
14 A(NBY,J)==A(1,J
L GOTO 15
114 po115 1=1,N
. NPI=N+1 -
A(NPI, 1)==A(I,1)

co

PROB, )
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A(Y,JP :
A(1P,JP)=1,0/PE
I F(SENSE SWITCH
PRINT29,1P,JP

26
27
28 PUNCH29,1P,JP
29 FOR %AT(//SX 3HIP
ARRANGMENT OF TH
30 lf(L_z)sl 31,33
31 Jdl=E=1
11(IP)=1
D032 J=1,NPF
Al=A(J1, J)
ACIT, J)—A(IP J)
32 A(IP J)=A1
uO 7O 35
33 K1=NR=~(NPF=L)
11 (K1)=1
D034 J=1,NPF
Al=A(K1, =5
A(K1, J)= A(!P J)
3L A(IP J)=A1

e

LS

St

PE)

TABLE 0//2X, THX,4X,12 6(8x 12)//)

L

=13 NPF)
7F9 3)

y23
)))22 25,23

2

c
[§™

J)+A(I JP)*A(IP,J)

)26.,27

IF(SE!SE SV TCH 3)28,30

P=,12,5X,3HJP=,12//)
TABLES
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C 45 PRINTING OF THE RESULTS
!F%L~NPF)36 48 L8 -
36 |F(SENSE swiTch 2)37,38
37 PRINT40,J1,(J,J=1 NPFL
38 IF(SENSE swiTCH 3§39, L1
39 PUNCHEO, J1, (J,J=1,NPF} :
0 FORMAT /38X, SHTABLE, 12//3X,12,7(8X,32)//)
41 |F(SENSE swiTCH L)42, 47 = " .°. .
k2 Dok7 1=1,NR e
[F(SENSE SWITCH Z)43,%4k
L3 pRINTL6,(A(],J),J=1 ,NPF)
L [F(SENSE swiTcH 3)45, 47
L5 PUNCHL6, (A(},J),Jd=1,NPF)
46 FoRMAT (8F10,0)" "
47 CONTINUE
48 M=NR-~(NPF=1)
N=NPF-1
PRINT49,NPROB M, N, EPS
PUNCHL9, NPROB , M, N, EPS
49 FORMAT( /s 19X, BUAA TABLE OF THE LINEAR PROGRAMMING PROBLEM///1L4HPRO
XBLEM NUMBER,EZ,SX;ZHM=952,SA,£ﬁNﬂ,uZ,SX;E12.5)
D050 1=1,NR
PUNCHS!,?A(@,J;,Jmﬂ, PF
50 PRINTS1, (AT, 4}, J=1,NPF
51 FORMAT (8F10, 1)
GO.TO 1 -
END |
TURN SW 1 ON FOR SYMBOL TABLE, PRESS START
END OF PASS |

n
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PROGRAM II.
SIMPLE ALGORITH

COMPACT FOR INECQUALITIES
DIMENSlONA(Soiib),IXROW(BO);iKCOL(iG),COEF(16)
READ1,NPROB,M,MN,EPS : :

FORMAT ( 14HPROBLEM NUMBER,I2,5X,2HM=,I2,5X,2HN=,!2,5X,E12.5)

PRINT3,NPROB,M,!

| F(SENSE SWITCH

'
|

1) 2,4

CoRMAT! /7 1LHPROSLEM NUMBER, 12,5, 2HM=,12,5X, 2HN=, 1 2)

PUNCH3 , IPROB M, !
M1=M+1
M2 =M+2
N 1=N+1
© NR=M+N -
MN 1=M 14N
D05 1=1,NR
READ 6 SA(I,J),J=1,N1)
FORMATI8F10.4) "
DO 7 I=1,MI
[XROVI(1 )=

~l° oW

201

10
1
12

13

1L

D0201 1=M2,NR
| XROV(1)=M2~1
DO 8 .=2,N1
1XCOL(J)=M+J
NCOL=N1
LOT=-1

GO T0 70

1z =1

NSTEP=0

| NTRODUCE ARTIF
c =0,0

DO 11 {=2,M]
{F(A(L,1)=C).10,
L2 e S
c =A(1,1)
CONTINUE

CIF(c)12,34,34

NCOL=NI+1. .

[CIAL VARIBLE

o B

lXCOLENCOL)=fXROW(!Z)

{XROW(1Z)=MNT+1
D013 I=1,NR".. ..
A(1,NCOL)=0,0

. A(lZ,NCOL)=-1.0

po 1k J=1,ncoL
Ce=hUIZo8) -~ -
A{1Z,J)=0,0

po 14 1=2,NR -
ACL,J)=A(T,J)+C
CONTI NUE

. PHASE' 1

| PHASE=I



20 LJP=ee
.. GO 70.40
21 fE(C)22, 125 125
22 LIP==1
.. GO T0.50:
23 LPS=-1..
.~ GO T0.60
24 lr(anuZ)zo,go,zo
- 125 PRINT 225,A(1Z,1)
225 FORMAT(///21HARTIFICIAL VARIABLE = ElZ.S///)
.25 IF(A(1Z,1)Y=EPS)325, 325 90 . :
325 Al1Z, H=0 G T -
rzy ¢=0, 0.,
. B0.29 J=2 ,NCOL
IF(A(IZ J)=C)29 29 28
28 JP=J-
' C*—A(ﬂZ,L)
29 CONTINUE
. IP=iz
" LP§=0
GO TO 60
30 [F{JP-N1}31,31,33
31§ xceL(JP) JXCO?(NCOH)
. D032 1=
32 A{} @Pi &(u NCOL)
33 NLJL = |

r
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60
61

=

)53,53,52

\_JE

PIVOT STEP
LOT=0

GO TO 70
PIVINV=1,0/A(1P,JP)

~A(1P,JP)=0,0

62
63

70
72
73

—

i o=

L L
~ O\~

D0 62 J=1,NCOL
C=-A(1P,Jf*P1VINY
A(IP,J)=C *
0062’ 1=1 NR
AC1,d)=Al1,d)+Cc*A(1, JP)
CONTINUE
D063 1=1,NR
AC1,JP)=A(1,JP)*PIVINV
ACIP,JP)=PIVINV
[ XR={ XROVI( I P)
| XROW( I P)=1XCOL(JP)
I XcoL(JP)=1XR
NSTEP=NSTEP+1
I F(LPS)24,30,35
OUTPUT ..
[F(LOT)7%,71,71
PRINT 72,1PHASE,NSTEP , ‘
FORMAT(/////SHPHASE 12,50X, hHSTEP 13/) ; STt
| F(SENSE SWITCH 1)73,75 . 3
PUNCH 72,1PHASE, NSTEP..
PUHCH 76 (1) COL\J,,.~2 uuu,
Go 1o 777
| FLSEnSE oWl TCH 4)1;,1:
PRIST 56, {IYCuiyd)jI=23NCOL) = ; 3
FORMAT (10x, TH1, 11X, THX, |2,11x IHX 12 11x in 12,11X, HX,12)
D081 I=1,NR )
| F(SENSE SWITCH 1)78,7
PUNCH 82, 1XROW(1), (AZ] J),Jd=1 NCOL)
GO TO 81

IFESENSE SWITCH 2)80,8

{ F(SENSE"SWITCH 3)180; 181

PRINT 182, 1XROW( 1) ,A(1,1)

GO TO 81 -

PRINT 82,1XROW(1), (AC1,Jd),J=1 NCOL)
CONTINUE -

FORMAT ( THX, I? 2H =, (E£12,5,2%,E12,5,2%,E12,5,2X,E12,5,2% EIZ 5))
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83
8L

85
86

90

FORMAT(IHX ZH = 512 5)
IF(LOT) 9 §3
PRINT 84 IP Jp-

FORMAT (/BH1P =,12 6x i 12)
IF(SENSE " SWITCH 1585.86

PUNCH 8L, 1P, JP

GO TO 61°

PROGRAM. TERMINAT!ON

7S0L=—1

- LOT=1

91

92

G0 70 70
[50L=0
LOT=1

GO TO 70
[ SOL=1

" LoT=1

93
9k
95

96
97

GO TO 70 et

IF(iSOL) 96, 94 100

1F(C)95,104. 107

[ FT=95

GO TO 115

SYSTEM | NCONS!STENT

PRINT 97,A(1Z,1} 2
FORMAT (/ 742HS ¥STEM | NCONS {STENT, ARTIFICPAL VAR!ABLE
IF(SENSE SWITCH 198,99

98 PUNCH 97 ,A(1Z,1}

99
100

G

101

102
103

10l
105

C

C
10
1
110

200

e

GO TO 110 !

UNBOUNE SOLOTION

I X=1 XCOL (JP)

PRINT 101 ey

FCRMAT (/7 19HUNBOUND SOLUTION, X,12, itH =INFINITV)

:r(szh.z SWITCH 1;,02 103

PUNCH 91,1X

GO TO !1u

OPTIMAL SOLUTION NON-UN!QUE

PRINT 105

ggnﬁgT%,/ATHOkTiMAL SOLUTION NON=- UN QUE/)
pilbe x

OPTIMAL SOLUTION UN{QUE

PRINT 108

FORMAT(//23HUNIQUE OPTIMAL SOLUTiON/)

SOLUTION-

po200 “=M2 NR

J=1 M2 ‘

COEF(J)=A(1,1)

PRINT3 07 ,A{1 13

PUNCH3 Of A(!

= ,E12,5}

301 FORMAT(/iOX 59HRESULTS OF THE APPROX! MAT!NG POLYNOMIAL//20HMAX, AB
XSOLUTE ERROR~,E12 5//25X3CHCOEFF!CIENTS OF  THE POLYNOMEAL)

NPT N-1



00202 =1 ,NFl
J=ul=-1
PRINT203,d,C0LF(J)
202 PUNCH203%,d,C0us(J)
203 HORMAT(1HA,I2,5H = ,F10.4)
GO 70 120 .
FAULTS -
115 PRINT 116,IKT
116 FORMAT(///SHFAULT,I2)
BND / .
PUsN SW 1 ON FOR SYWBOL TABLE, PRESS START

(@]
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5= PROGRAM III.

C ERROR FUNCTION FOR CURVE FITTING

DIMENSIONX(25),F(25), PN(ZS) ERROR(ZS\ COEF(24)
READ2 ,NPROB,N,NP .
FORMAT(IS 5%, 12 8X, 12)
D03 |=1,N .
READY, xti) F(1)
ForMAT (2F1 D, 4)
. NP 1=NP+1 ..-
D05 M=1,NP1
J=M=1 ..
READG, COEF(J) 2
FORMAT(GX F10, 4) AT
008 1 e | : LU
007 J=1,NP - :
K=NP~J
7 Y=Y*X(1)+COEF(K) :
PN(1)=Y .
8 ERROR(1)=PN(!)=~F(1) %
| F(SENSE SWiTCH 1)9 11
9 PRINT16, NPRUB o .
: DO10 1=1,
10 PRINT1L, 1 x(!) ERROR(1)
11 IF(SENSE &wiTch 2)12, |5
12 PUNCH16,NPROB il
D013 I=],N
13 PUNCH 14,1 ,X(1),BRROR(I)
1L FORMAT(iE 5x,F10,4,13X, F10.h} 1
16 FORMAT(5X, *1L3PROBLEM NUMBER,12//23X,34HA TABLE FOR ERRORS AT GiVEN
X POINTS//12X,5HPOINT, 15X, SHERROR/)
15 GO TO 1
END
TURN SW 1 ON FOR SYMBOL TABLE, PRESS START

F e CORME O

Coovuo

P
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PROBLEM NUMBE

0, 0000
-3 0313
-, 0350
0, 0000
0,.0000
020000
..\035 0
0303
~025h
'6017
972457
129202

-

& L

SOME EXANPLES

FROM

REAL FIELDS OF APPLICATI@UN

1,000

A TABLE OF THE

R 1 M= 7
5000 .5000
1.4404 8303
1,5224 13375
3999 59999
1,0000 1, 0000
29999 299399
—5224 ~63375
- 4l O 51695
-502 5 -90032-;
11,7743 16,7347
-6.8289 -8,9298

1, 1452

10436k

N=

PROBLEM NUMBER N= 6 NP= 3 -
.8245 1. 405 1.,4184 1,8234 24417
7498 12,0674 22,9974 39,2608 74 3811
TABLE O
1 2 3 L 5 6
-7.,490 1,000 1,000 824 .679 o560
- =12,067 1,000 1,000 1,040 1,082 1,126
-225997 1,000 1,000 1,418 2,011 2.853
-39,260 1,000 1 ooo 14823 3,324 6,062
-74,381 1,000 L 2 1l 5.961 14,557
~113,642 1,000 .000 2,950 8,706 25,688
7.490 I;OGO JO -.824 - 679 -.560
12,067 13000 mzﬁooo ~1,080 =1.082 ~1.126
22,997 17000 1,000 -1,418 2,011 -2 853
39,260 1,000 -1,000 -1,823 -3,324 -6. 062
74,381 1,000 =-1,000 =2,4h41 =5.961 ~14.557
113,642 -1.000 -2,950 8,706 -25,688

LINEAR PROGRAMMING PROBLEM

5

-0, 0000 .

o 1942
.2018
0, 0000
-1,0000
0,0000
--2018
21942
-3 - 0098
6,5339
-4.1731
<8199

1, 0C000E-05
0, 0000

"083 03
-1,3375
”09999
0, 0000
060000
3375
304

5323
~16,73L7
8,9298
~1.4364

0, 0000
~e 63"“7
0, 0000
0, 0000
= 9999
01242
»6347
8,7173
~18,3082
11,0020
-1,9651

25,9506
113,642.0



Teking the previous results of the first program as input
data for the second program, the results will be as follows.

PROBLEM NUMBER 1 M=7 =5

PHASE 1 - ' STEP 0
fier=i3 JP =2

PHASE 2 STEP 0
IP=5 JP =4

PHASE 2 STEP 1

UNIQUE OPTIMAL SQLUTION

g RESULTS OF THE APPROXIMATING POLYNOMIAL
MAX, ABSOLUTE ERROR= 1,01496E-02

o COEFFICIENTS OF THE POLYNOMIAL

AO=
Al = #9733
A 2 = 9,0223
A 3=

1,2600
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PROBLEM NUMBER 2 N=7 NP=2
TABLE O
X 1 2 3 b

Y i= 2,854 15000 . 366 .930
Y 2= 25790 | 5 L8 . 3061 932
Y 3= 2,608 1,000 o307 52331
Y L= 2,500 1,000 .328 LOhh
Y 5= 22064 1,000 307 =951
Yy b= 2,300 1,000 .2869 s 200,
y 7= 2,562 1,000 272 o 962
y 8= =2385% 1,000 e 366 e 930
Y 9= =2,790 1,000 g3 -y 932
vite —2:68 1,000 —o 347 -y 937
vil= ~2,:368 1,000 328 -, Ol
Y12= —2.26"'!' 1 ® OOO "’0307 ""s 95 !
Yi3= 2,300 1, 000 o g 28 = 57
yil= 1.0G0 g 962

A TABLE OF THE LINEAR PROGRAMMING PROBLEM

PROBLEM NUMBER 2 M=11 N= 3 ~ 1, 00000E-05
0, 0000 .500C L1999 . 0,0000. .
-, 0489 1, 0001 . 0588 -, 0589
-,1930 1, 000k ,2037 ~y 2 041
-, 376 1,00006 4103 ~els1 09
-, 1225 i,0005 . 6264 ~.h27.0
-43320 1, 0003 ,8236 -, 8240
0, 0600 1, 0600 9999 -y 9999

+3320 ~, 0003 . 1ib3 -8240

, 0469 -, 0001 L,oh11 » 0589
21930 ~, 0004 07962 2 041
,3781  =,0000 .5896 L1109
4225 -, 0005 23735 20270
=324521 L1601 =9,4810 9,32.09
3,2003 =3,6746

-1,7078

JATL3
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Taking the linear programming tzble as input data for the

second program, the results will be as follows:-
PROBLEM NUMBER 2 M

PHASE 1

[P =5 Jp =2

PHASE 2

UNIQUE OPTIMAL SOLUTION

STHER

STEP

RESULTS OF THE APFROX{MATING POLYNOMIAL

> >
A-—QC,
o
w
3
T

TENTS OF THE POLYNOMIAL
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PROBLEWM NUWBER 3 Be=ay NP =f2

~ TABLE 0
X 1= 2 27 W
Y 1= =1;290 1,000 -800 ~2600
Yy 2= ~2030 ;000 ,600  ~;800
y ﬁ= 2324 1,000 .180  —,983
Y 4= 1;290 12000 ~ "=-2800 -2 600
\\: ‘65= .030 1,000 -5 600 “800

e Adl P o o g . 983

A TABLE OF THE LINEAR PROGRAMMING PROBLEM

I
2l

PROBLEM NUMBER 3 M N= 3 - 1, 00000E~05
0, 0000 .5000 .,5000 . 0, 0000
22237 1,170k L7245 © =,8950 -
—;2237 -;1704 22754 ,8950
0, 0000 29999 s 9995 -59999

1, 0500 1000 -7 7000 ,6000
7500 .7000 ,1000 - =,8000
PHASE 1 sTEp O

Ip = 4 o =4

PHASE 1 b= STEP 1

I
w

IP =3 JP

PHASE 2 STEP ©
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The last table is the result of the first program which is the
data for the following second program.: ‘

UNIQUE OPTIMAL SOLUTION

RESULTS OF THE APPROXIMATING POLYNOMIAL

MAX. ABSOLUTE ERROR= 9.55656!-:-

.......

AQDm 1 0308
Als= 6162



Appendix
Tcheby cheff Approximation®

We are going to state some basic definitions by means of
which we shall deduce some basic theorems for the method of
Tchebycheff approximation. First of all I should like to mention
the following property. |

It i xi} is a set of (n+l) distinct abscissas, and f(xi)
is the.corresponding functional-values, then, there e;@sta-an
umbiguously determinate function P (x) such that
P(x3).=.8(x), . (i=1,2,0..,0+l)

This property is equivalent to the stafement that the
determinant of the linear system _

'io go(xi) - %1 gl(xi) R %n gn(xi) = f(xi)
does not vanish.

Definition 1l.

A reference is a set i:xi§ of (n+2) distinct abscissas X5
whose corresponding values Pn(xi) of any function Pn(x) are
related by the following linear relation.

n+2

@) ‘2 N By(xm) =0
=t

% This part is an extract of a paper by E. Stiefel,see (1)
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where >'i may be obtained as co-factors of the last column
in the determinant | '
’ So(xi) 9 gl(xi) g ooey Sn(xi)a Pn(xi) (i=1,2,.0,0+2)
Assuming now that interpolation by:function Pn(x),of type (1)
is possible and unigue, it follows that
(5) kj“ # 0 (l—'l 2,.099 Il+2)
Relation (2) is of high importance for solving the T- problem.

It is called "the characteristic relation”

Deflnitlon 2 |

Let P (x) be any functlon of class (1) and let

h; = P (x ) £ (x ) be 1ts errors of approximation at the

reference points x;, then Pn(xi) is called a reference function"

with respect to the reference {_xi'i
(4) Sign h; = sign Ny or if sign h; = - sign ¥
Thus we have the following

Theorem l.

The errors (téken at the reference points) of all the
reference function corresponding to a fixed reference build a

bound set of numbers.
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Proof :
From the characteristic relation (2);fit follows
n+e

that Z xi< £ (%) +1hy) =0 Ao h
1=l E

n+2 g?;
Bhwis T Mg By imval v Ty o BGE)

i=i i=1

teking (4) in consideration we have

n+2 qlg
AR B AR A <
i=l 3 i=1

Therefore, the errors hi are bounded.

Definition 3.

A levelled reference function withe respect to a given

reference i xi} is a reference function chargcterized by the
Vproperty that its error h; has the same absolute value at each
reference point. This common absolute value of the approximation

error h, is called the reference deviation" corresponding to the

given reference X; o

To compute this levelled reference function, since
h, = h sign Xy
then it follows from (5) that
2: Ny 2(xp)
2

1l

(6)
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and then the required function can be determined by its value
f(xi) + h sign )\i at the reference points and can be computed

by intérpolation.

Theorenm 2,

The reference deviation is a weighted mean of the errors
!hil of any reference function (taken at the reference point).

The weights are non-Vanishing positive numbers.
Proof :
Let BH(X) be any function of class (1) with approximation
errors hi = P (x;) - £(x;).
Then iﬁ follows from (6) and (2) that

(7) h__Zi:}‘i {Pn(xi)'ﬁil : Zijb“i
AR {)i\ Z Iy

1

and therefore for a reference function, this is equivalent to
I

7 l I \ l hi‘

& IRR

ol

| &l -

For any approximating function Pn(x) having not necessarily the

property of a reference function it follows from (7)

@ | rl< liax. | n |



The last statement follows from (3).

Thus theorem 2, implies that the inequalities
(9) Min. [hilghg dax \ b\
holds true for any icference function Pn(x) on the form (1).

The Exchange Method

Assume now that only tabulated values f(xi) of the
function at the distinct abscissas xl<: x2<(‘.,.-<3i<: ...<QgN

are given, and it is required an approximation function
P (x) of type (1) with n<N-1 , such that the max. absolute

error.

e b= BG) - %)
is as small as possible . i.e.
Max. | b, | = ln,

Definition

The smallest value of max \ hi\ of the approximation

function is called T ~ deviation. By a reference is now

understood a subset { xi'}of n+2 abscissas among the given N

abscissas.

The solution of this direct T-problem is based on the

following fact.
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Exchange Theoremf

Let a reference i xif and a corresponding reference
function 3n(x) be given, Furthermore let ii be any abscissa
among the N abscissas not‘co-onsiding with a reference point.
Then there is an abscissa xp out of the reference ixi} such
that Pn(x) is again a reference function with respect to the
reference built by the remaining points of reference (after

excluding x:g)and the new point ii 3

This means that we can exchange xp and X; without

loosing the poperty of a function to be a reference function.

Thus to solve the T -~ problem, we use the following iterative

routine
A reference {.xi% is choosen and the corresponding
levelled reference function P (x) is constructed. Its error

hi would have certainly the property
m = MaX ' hi I >/lh ‘ (i:lsa’ cooy N)

where I hl is the reference deviation of Eﬁ(x), Hence either

u1>|h) orm = I h]

In the second case; we stop the routine because it turns out

that Pn(x) is already a function of the best fit.

+ The proof of this theorem can be seen in (2)
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HS&, in the first cese where m |-h | , a point X, is
selected where the error assumes 1ts maxlmal value m.
Using the exchange theorem a new reference iini can be found
'lﬁﬁluding fhe point E. and having the property that Pn(x) is
again a reference fuaction. :
Among the errors E of P (x) at the new reference points,
(n+l) are equal to , h' and one is equal to m.
Coﬁetructiﬁs now the levelled reference function.Pn(x) with
respect to the new reference {_Ei} and supposing that its
reference deviation is ] h ] , it follows (from-theorem 2) that
l Elisa weighted mean of |h | and m with positive non-vanish-
ing weights. Thus, sincem > \h\ , it follows that
) I s S A
Now a new reference is constructed and sooﬁ;
Alternatively, the approximation function and the reference are
changed. Since the reference deriarion is allwgys raised
monatonically as indicated from (10), the same reference,ean
never appear twice during the routine, and since there is a
finite number of references in the whole set of abscissa, then
after a finire number of steps, the procedure must come to an end.
At the end, a new reference'{_xi} and a.corresponding levelled
reference function Pn(x) with reference deviation H and error

Hi is faced and certainly
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(1) Max. «|iHy |ei=o (i=1,2,0005K)

because otherwize the algorithm could be carried on.

It turns out now that

Theorem 3.

This last function Pn(x) is a function of the best fit.
Proof

Let Qn(x) be any function of class (1) with errors
by (i=1;250.0,) and hoat the points of our last reference,
then from (9) and {11) we geto
(12) Max. \ b\ 3 Max lngl > E=Mex. | 5|
and this proves the above theorem.

H is nothing else than the T = deviation.

Theorem 4,

The function of the best fit is uniquely determined.
It is a levelled reference function characterized by the
property to have a maximal approxmation error equals to its

reference deviation.

Proof

Let us suppose that we have any function ?n(x) having
errors H; satisfying

Max. | | <
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Then, in particular at the absclssas of our lasf1reference
Max. | E~]| < EH.

Therefore it follows from (8) that

VMaxo . I Es/l =5 H

i ‘E;{\ Q:

Taking in consideration now the previous levelled reference
function P (x) with respect to the reference at hand, whose
errors ‘ Hﬁ,\ are all equal to the reference dev1at10n| H l

it follows that

'lﬁo-'\ Liltms|

) 20 iE B2
<0 if =< 20
One can realize, that the expression (sign Zo)(H - lﬁ;,)

have all the same sign by appling (4) to the reference
,function EH(x), and consequently the same statement holds true
for the expfession Nt H = E;,), But, since
The characteristic relation implies
Z)\r(ﬁé_,- B )i 0,

it follows from (3) that

S = E;,) = 0 for any ¢
The uniqueners of the inter polation finally shows that

Pn(x) = Pn(x)

i.e. the equality holds if Pn(x)'coinsides with the levelled
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reference function of the given reference.

This theorem is a special case of de la Vallée-Poussin theorem.
Furthermore, the following basic inequality holds true for any

reference function Pn(x) with error hi

(13)cdin, | b | B Mex. \enzas)
where h_. are the errors at the reference points.
The left side of (13) follows from (9) and the right side
follows from (12)

It is of high importance to say in such a position that
the exchangé method is a maximizing method because the lower
bound of the T-deviation (l3) is raised during each step

monotonically.
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