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Antioductlon :

The Critical Path Method (CPM) and the Program Evaluation
and Review Technique (Purl) are two modern methods . of planning us-
ing mathematics. Both methods consist of two main ?arts, the net-
work as the evident and intuitive part and the mathematical model.

The difference between both methods is, that CPM is a
strictly determined model in which all the data are exactly fixed,
and PERT is a stochastic model, i.e. the data are not in all cases
exactly determined but they are an outcome of the application of
propbablility accounting.

The network techniques can be applied in all those cases,
in which we have to plan and %o control processes consisting of
nunmerous parts, that means processes which can be subdivided in
sct-ivities or jobs. In order to find the shortest possible time
to implement the entire complex of activities, we have To solve the
problemn of buCCGDSlOﬂ. Therefore we have to know the relavions and
interdependences between all the activities. We have to recognize
wether any an activity is a precondition of other protedures or
not, and we must find out which activities can be carried out at the
same time, in a parallel waye.

One of the most important advantages of network techniques
ig, that it is possible to calculate a complete time schedule in-
cluding the exact dates of the finishing respectively of the begin-
ning of each activity. '



Both methods have been created by scientist in connec-
tion with planning problems, such as the Poiaris—Rocketherect
in the United States in the years 1957 and 1958. The targets
were to optimize - in this case to minimize - the time needed for
the research work, for development, construction, and producivion
of the rockets, to minimize the costs, and to fix all the dates
exactly in order to safeguard a frictionless cooperation with
all suppliers, etc. As to the Polaris Project: The Americans
were able to reduce the estimated time from 5 to 3.5 years by
applying PERT. 1In this case the whole network consisted of 23
part networks containing about 3000 activities.

In the recent years the application of network techniques
was rapidly growing, very encouraging .experiences have been nade
all over the world. The construction of industrial and other
buildings is one of the most important fields of the application
of network techniques, followed by .ship building, It ils estimated
that for instance in the field of the contruction orf buildings
1t is possible to reduce the necessary time by about 20 per cent
and the costs by about 5 per cent..

In general it is possible to plan with the aid of networks
every process which can be subdivided into several barts, into a
number of detail processes. In the Nigerian Republic for instance
the whole economic development of the. country from 1962 to 1968

was planned by the means of network techniques. Bven complicated
operatlions in the field of medicine can be planned with this method.



PERT and CPM are the basic methods.
Besides these some other exist aimed %o golve special problems:

HES Critical Path schedullng

LinES Least Cost wsbtimating and Scheduling

CFPS Critical Path Planning and Scheduling

RAMPS Resource Allocation and Multi~Project Scheduling
JMPACT Implementation Planning and control Technique.

PHP Program Kvaluation Procedure ' '

PRISM Program Reliability Information System for Management.

Tn this Memo we intend to concentrate on CPM and PERT.
The examples are partly based upon Part 5 of the GDR-Series
"Planning and ManagemenE of the -Economy", which has the title
"Cpitical Path and PERT, elaborated by ~ Schreiter, Strempél, aad
Frotscher, published by the research team "Mathematical Methods in
Bconomy" under the supervision of Prof. Dr. Rudolph, Berlin 1966,
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1. Pome hints how to construct networks:

The network has the form of an arrow diagran. It
conslsts of events and activities. Every activity starts with
and results in an event., We distinguish between networks directed
on activities and those which are directed on events:

Graph 1

/ ac%?ﬁy

/ Event
event achvity
Network directed on Network directed on
actlvities évents

In practice we prefer Go use networks directed on activites
(or jobs)e The activities are the time consuming processes, Ghey
can be defined as the dependends between two events, and they are
represented by arrows. The arrows point always to the dependent

event

Graph 2
Elements of. ® ¢, K (%) Al
the hetwork: event cictvity event

(start) or job (end)
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The direct dependence between the events i and k is the

activity i, k with i < k, that means k depends on i. Any an

event 1 is a start event, if all other events depend on 1; any an

event k is an end or finishing event, if k depends on all other

events of the network.

The procedure to construct a network contains the fol-

lowing steps :

ok
2]

Registration of all activities;

For each of the activities we have to answer the following
questions : Py ‘ e
Which activity must be finished before the beginning of
the activity in guestion? :

Which jobs can be carried out at the same time, side by
side?

Which activities we can start only after finishing the
definite activity? |

The result must be the recognition of the succession res—
pectively the parallelism of the activities.

The drawing of the network. - .

Let us take a simplified example., The congtruction of

a buillding might consist of the following activities:

A
B

= O Q

Construction of the walls,
Construction of the roof,
Water supply,

el-ectricity supply, and
gag supplye

It is obvious that B depends on A, but C, D, and E can

be carried out paracllel to A and B. The nebwork looks like

fcllows
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Graph 3

In this network C, D, and E have the same indices ¢ 0, 2.
This is not very suitable, therefore we introduce socalled dummies,
i,e, auxiliary activities, and we obtain a second, a corrected net-
work like follows :

Graph 4

Y0 e T
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3 G~ “olummies
\@Y .
Now each of our activities has 1ts own indices: AO'i §
i 2

B

. ° o . B . ] th 1 = 1 7] o R PO 15 fferent

1,49 00,4’ DO,2’ EOgﬁ’ also the dummies can be marked by different

indices ¢ F2 4 and G5 B The time of the dummies equals zero, bub
b] 9

they express real dependences : The event 4 depends on 1 as well as

on 2, %, and 0, the events 1, 2, 3, and 4 depend on O.
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In order to simplify our network-gonstruCtion we can seb
up our list of activities in such a way, that every activity is

written above an arrow @

GLI.E_}E_B. O ; ;wa//:)) ‘O_
O Yoo o ,O
O G (e/ecﬁ-,cf#/) *O
- ? ;Vm‘)er) )
O£l .0

The next steps will be to add the start and the end-
event and to eonnect the activities in accordance with the depene
dences. Than we have to decide which of the events respectively
activities are necessary and which not. Eleminating all unneces-
sary events and activities we obtain at last the same picture as
our corrected network (graph 4) of this example :

Graph 6

Co

&

ej
m {9 ba.‘



At last some summarized references how to draw networkss
BEvery network must have:one and only one sbtart -~ as well
as stop—-event.

S0 far as possible straight lines should be used :

Graph R B

Q=

insteacl ayc.‘\
: g =

50 far as possible auxiliary activities (dummies) should
be avoided.

Crossing arrows mus® .be avoided

Graph 8 ' :

sSo far as possible the arrows should have one direction,
from left to right 3
Graph 9 '




2. The Critical Path Method

Our network is the precondition to find thetcfitical
path, i.e. The very succession of act1v1tles determlnlng the shor-
test possible time to implement the process 1n question. In this
sense the network is the starting p01nt of our time schedullng.

To distinguish CPM and PERT we would T feneub vEron
the time ‘of each activity must be strictly-detefminéd if we want
to apply the Critical Path Method. In the follow1ng tables tl j
stands for the btime of the activity 1,3. The 6y i, must be glven by
experiences, scientific based standards, or abt last by estimations.

After the elaboration of a table which contains-the number
of ‘each activity, short descriptions of The act1v1t1es, and the
time periods required to carry out each of them, we ‘can draw the
network. We will go, through an assumed example whlch consists of
6 events and 9 activities, as shown in graph 10.1

Graph 10 :

¥(6)
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e An exampie showing the appllcatlon of network tecq;ques in the
U.A.R. is published in Memo. No. 614 (JNP), by Ahmed H. El—Shafoury
"Perfect Dndglng in Suez Ganal“, Chapter II and III. .-
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Based on the arrow diagramme we obtain the data cor=-
responding to each activity, such as:

by , the earliest possiblé'time to'stait activity i,3s
tE. y Tthe earliest-possible time to accomplish activity i,j;
tL? s the la,test permigsible time to start activity i,J;.
i
t;,  » the latest permiSSiblelﬁime to accomplish activity i,3,

As to the calculation of these time of figures, it is abvious
that the earliest possible time to start the activities 1 and
2y bty » must be O,

g

Assuming the time units to be weeks, than the activities 3 end
4, starting from event' 2, can bégin after 3 Weeks, because 3
weeks are necessary'for"the COmpiextidn of "the prior activity
l. Things are little bit more complicated in the case of the
activities 5 and 6, because there are two paths leading to
event 5 ¢ 1 - 2 - 3 and 1 - 3, the first way needs 3 + 5 = 8
weeks, the second ane 12 weeks. It goes without saying that we
have to take the maximum,ythéxﬁost time consuming way, l.e.:
the 12 weeks path, under the given assumption that the ¢omple-
tion of the activities 1, 2;,and 3 is a precondition to start
activities 5 and 6. i :

The calculation runs as followss: -



R

tEl = Mmax [tEO + to,lj = ma:s [O + O] = __Q___

th = max [tEl + tl.,27 = max [O + 5] = ____3_____

-bE3 = max [tEl + tl,B ; tE2+ t2,3j = gax [O + l?; 3+ SFl2
ik = max [%Eg WL D - ?5,4‘ tEa +: e B

— max[3+6;3+5+l5;_l2+15j ==P=‘_Z_.'etc.

. Inl generals tEi =  max [-tEl' + ti’a j ’..
that means the tp + ti'j are those values of the preceding
al

activities which lead to the maximum of tE. . We list the calcu~

1
lated tE in our table:
13

Table 1 ¢ Values related to the activities

1 2 3 4 5 6 7 8
Wora | 5 o Bl g tEd tLj Iny e
i3] AT 3 0 3 7 X 4

2 1-3 12 0 af RO e 0

B 2~3 e Lt 5 8 12 7 4

4 2l 6 3 9 27 21 18

5 g 15 12 27 ap. 4 e e 0.

6 3-5 12 12 el ol oA 21 9

7 4-5 e 30 33 30 3

8 4-6 10 27 %7 37 27 0

9 56 4 30 34 57 B8, 5
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To obtain the tE values, the'earliest possible vimes to finish

each of the activities, we have nothing to do but to add the time
needed to carry out the activity i,J to the earliest possible
date of. its start: : ' i

tEj z"tEi i ;ti,j g Tor exasmple:

b el 4 gy =00 e =

Esy By 14 > 2

tEB = tEg + t2.,5 Lt S S ::_-81_, or

tE3 e R SR e
tE6 5 tEE e t5,6 = 30 4 4 = ?ﬁ; respectively
tE6 = tE4 + t4,6 = 20 4+ 10 :722. il

Using table 1 we obtain these  values easily by adding the data
‘of the columns 3 and 4o j

From the point of view how to find the critical path the maxi-
mum time needed to come to event 6 is the decisive value. In

our case e.g. it is impossible to go from event 4 over 5 ®o 6,
which requires 7 weeks, because there would be not enough time
to complete activity 8, which goes straight from 4 to 6 requir-
ing 10 weeks. That means the earliest possible time to finish
the entipe process must be always the maximum value of the tE4,

given in column 5, ‘in. our sgpecial.case. 37 weeks.
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This is important because we have to use that maximum result as
our starting point to calculate the latest permissible time to

complete each activity, tL.' It is evident that the earliest
possible time to finish theé whole process must be equal to the
latest permissible time of completion; keeping in mind that we
are going to minimize the required time. We put the 37 weeks
figure into the last two Tows of column 6 of the table and g&o
on to calculate the latest permissible times to come %o the pre—
ceding events. We use the formula

tLj = min [ﬁLj - by ,] in which the tLj, and
tij’ mist be the values which lead to a minimum By, For
: J
example:
tL5 = min [%LG - t5,6] = min [}W - 4;}=:££?
v = i [‘b‘ - % -t -t =
Iy, i s o 5,6 4,5 3 tL6 i 4,6]

min [37 - 4-3 3 37 -~ 10] = 27, etec.

After listing these figures in column &6 of the”table
we calculate the tL‘ , the latest permissible times to start
s

each activity. This again is a simple procedure, we obtain the

tL by subtracting the required times ti j from the tL s the
i i J
data of the latest permissible completions :

= .t - BE
l’at

We use the table and subtract the data of column 3 from those of
column 6.



RS 17 4 MRS

AT this point it seems to be suitable to recall to our
minds the essence.of all those formal calculations. The Critical
Path Method aims %o minimize the time required by any a process,
i.es to minimize costs, labour expenditures, etc. Discussing
Table 1 and Graph 10 it becomes obvious how we can use this method
as an instrument of time - and manpower-planning as well as a
basis of cost planning. So it is e.g. possible to start activity
1, which goes from event 1 to event 2, at the time 0, but this
is not necessary . The tLi - value shows us, that we have the

4-weeks. Or as to activity 3: There

permigsion to start after
exists also a certain interval of 4 weeks between the darliest
possible and the latest permissible time to start, respectively
to finish activity 3. In depends on our decision, on the given
circumstances, etc., to fix the mest suitable time within the
given limits. At any cage there will be a slack tine, or a

float of 4 weeks, either between events 1 and 2 or between 2

and %+ The authorities regp0n51ble in. the field of plaanning or
management have to take d60131ons,,such as on The utilization

of the production elements unused for 4 weeks, to shift the work-
ers during this time to another job considering their mobility.
EBvidently a lot of conclussions can be drawn out of the diagram
and the calculated figures. If we are forced to cut down the

time needed to implément the whole procedure than we know , that
‘we have to concentréteour efforts ﬂpon those activities which
follows each other without any slack timey l.8s The Critical

Path. In these caoea,there are no differences between the ear-
liest possible and the latest permissible dates to shart res-—
pectively to finish the activities., In Table 1 those cases are
accentuated by underlining them. To find the critical path with
the aid of the table means to select those activities with no
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total float, i.e. 2,5, and 8, or the ¢ritical Path goes over the
events 1 - 3 -— 4 - 6, as stressed in the graph.

By the way we can add the formula to calculate thé
total floats: ' :

Ft = tLj - tEj or. = tLi - tEi .
In words: The total float is the difference between the latest
permissible and the earliest possible completion respectively
start of an activity. Only the non-critical activities have
floats, so that there can be limited amounts of delay in start or
completion time without'affecting the completion time of the -
whole project. ' ;

Summ -ing-up all the total floats given in column 8 we
get an amount higher than the possible and permissible time of
completion of the whole process, This makes evident that only a
small part of the total float is free float, i.e. floal which
is in fact available. For instance the 4 weeks float of acti-

vity % is only a free float under the assumption, that activity

1 starts and is completed as early as possible; that means with-
out using the float. So the availability of the float is affected
by the preceding activity, in other cases by the forthcoming
activities. It is also possible that the use of a certain float
will not affect any other activity, in this case we speak aboutb
scheduled floats. In order to find the critical Path it 1s not
necessary to calculate these additional kinds of floats.

In not very comprehensive networks, such as partical
networks, it may be suitable to add the latest permissible and
the earliest possible times of combletion to the events in the
arrow diagram in order to show the Critical Path, as in Graph
1l
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Graph 11t

Another method used to determine the Critical Path in the socalled
matrix method ( Table 2).. ‘
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Table 2 : Matrix Method to Determine the €@ritical Path

N2 ]3]4]5]¢
1 R 3102
b 516 3|
3 k6o 2| |12
¢t | | Perar€9):#
3 - % 30
G ' 37
0 |7 |12|27] 33| 37 [0S
e B B R LU )
:;\L b ;L ____ 2 crﬁ‘sral eveuls. Cerhieal pots)

f1

— 3

The matrix doesn't need detailed explanations. The figures ingide
the square are the t ., the time units required to come from
160 Jay £:8+ the act1v1ty 3 4 needs 6 weeks and so we will

find a 6 at the crossing p01nt of the second row and the fourth

column. The stars on the diagonal are related to . identical bEi

and Ty . values, in accordance‘with the definition of the Critical
Path saying that there is no delay between the latest permissible
finish of the preceding and the earliest possible start of the
forthcoming activity. As an additional proof: The total floats
are added in the last row and those related to the Critical

Path are zero. The t 1,3 of the Critical Path, connecting the
events 1 - 3 = 4 - 6,, 1l.e. tl,5’ and t4,6' are encircled in the
table in order to accentuate them,

.37- tmes of the cnbrod achiihles
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Now we can summarize the main steps of the procedure to
network and to determine the Critical Path:

Lz

Breakdovm of the process in so many activities as
suitable '

Registering of the activities and determination of
their succession. : ‘
Determination of the ti,j’ the times required to
implement the activities. The more the process i3
subdivided into simple activities 50 higher the
probability that the required time periods are
known and fixed in standards. Otherwise we have to
use estimations.

Drawing of the network, the arrow diagram.
Calculation of the values related to the activities-
their start, completion,and the floats, Determina-
tion of the €ritical Path.

Théugh the required time to implement the entire
process is determined by the ¢ritical Path, we
concentrate our effort on the critical activities
in order to ecut down the needed time. That means
we utilize the network as an instrument of ra-
tionalization by redistributing labour forces and
other -.elements of production so far as possible in
fairour of the eritical activities.

Analysis of .the floats in order %o f£ind out how

to use the productive facltors during those available
slack times.
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During the implementation of the scheduled process

we use the network as an instrument of fdlow - up.
Hence the dates of the start and the completion of
each activity are fixed we are in a position to
control the implementation very exactly. In the cases
of any a delay or an overfulfilment of the time
targets we have to analyse the reasons gnd the con-
sequences, l.e. We correct the data permanently.
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3, PERT ( Program Evaluation and Review Technique)

Though the times tij'needed to carry out each activity
are not strictly determined, the PERT - method is a stochastic
one. The ~ probability calculus is applied to ascetsain three values
concerning the time of each activity:

1., opbimistic time,: 834

2. probable time, m 4 and

7

%. pessimistic time, bij’

Of course this calculation requires additional efforts, but the
degree of realism is improved compared with CPM.

The optimistic time is based upon most suitable condi-
tions and elimimation of all. RKinds of dist@@anoesc The contrary
extreme, the possimistic time, is fixed considering all possible
trouble, With about 99 per cent probability the rael time will
be between those two extremes.

After fixing the three time values a,m, and b we deter-
mine the data corresponding to each activity and each event.
At first we have to calculate the expected time te for each
activity ij as a mean time under the assumption that the probabi-
1lity distribution corresponds to the socalled beta-function
(Graph 12): ' . '
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Network techniques are one of the preconditions %o
implement the principle of permanent planning, i.e.
of permanent correction of the data comparing the
planned and the actual figures., This aims to se-
cure the final termination .

Arrow diagrams are sultable instruments of follow-
UPs












