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 المستخلص:
أشىرر تُعد طريقة المربعات الصغرى العادية فى  تليلىا احدلىدال ال اى  الم عىدد  ى  

الأسىىىىاللم الممىىىىى  د ة ل قىىىىدجر  عىىىىىالخ دمىىىى خص احدلىىىىىدال ال اىىىى   مىىىىى م  صا صىىىىىرا 
المفضىىىيةل نلا رىىىا لىىىد تفمىىىا ر ىىىد رىىىدل تىىى افر فىىىر  احسىىى ق ل ةل نيم ىىى    مىىىا   ىىى ا 
الفر  ر د نج د التباط بل  الم غلرات المفمىر  نيُقىا  ر ىد خلى  أب ال  ادىات ت ضىم  
 مىى ية ال عىىدد ال اىى  نبال ىىال  سىى ت تفقىىد لىىدلترا ريىى  احسىى دح  اح صىىا  ل  مىىا 
تصىىبأ أسىىاللم ال قىىدجر الم للىىم  أفضىىا  ىى  طريقىىة المربعىىات الصىىغرى العاديىىة  نلىىد 
ال ىىرا البىىا ال  العدجىىد  ىى  المقىىدلات لي غيىىم ريىى   ىى ا الممىى يةل  لىى  لىىا  ا ب اىى ير 

ت خات المعيم ىىل ل نلاىى   ىىاب لمقىىدلا المقىىدلات الم للىىم  خات المعيمىىة ال ا ىىد  ن ىى ل 
المعيم ىىىل   مايىىىا أفضىىىا  ىىى   قىىىدلات المعيمىىىة ال ا ىىىد   لىىى  أب أ ىىىد المعيم ىىىل  ريىىى  
الألىىا ي ىى ب لديىىة  اتىى ة ال عا ىىا  ىىة  ىى ا الممىى يةل نلىى ل  ترىىدت  ىى ا الدلاسىىة  لىى  
ا  بىىىىال أداع سىىىىبعة  قىىىىدلات  دجاىىىىة نخات  عيم ىىىىل  ل مىىىىاخص احدلىىىىدال ال اىىىى  نال ىىىى  
ت ضىىم   مىى ية ال عىىدد ال اىى   نلىىد تىىخ  قالدىىة أداع المقىىدلات المىىبعة ن ىىخ   قىىدلات 

ل ن قىىىدل أنحدابىىى  نو ىىىرنب (2022)ل ن قىىىدل رمىىىال  (a,b 2022)أنحبىىى  نو ىىىرنب 
ل نأ لىىىر ا (2023)ل ن قىىىدل أدن نو ىىىرنب (2023)اسىىى ل  –ل ن قىىىدل   ىىىدنل (2022)



     24/10/2024 Accepted Date              …  Dr.Wael Saad   A Comparative Study of Some Two   

The Scientific Journal for Economics & Commerce                             106  
  

  

 

 

 

 اسىى  دال  ا ىىاو    سىىا  ربعىىات ال اىىمل نلىى ل  تىىخ  (2023)الرل ىى   – قىىدل جاسىىخ 
ل نتعىدد  اى  n = 20 , 50 , 100ل  p= 3 , 8رمىا  لااىا  لي  ادىات  اسى  دال 

 ما تىخ ا  بىال نجى د احادناص ال اى      0.99 , 0.9 , 0.8 , 0.7 =شبة تال ر د
 اسىى  دال مىى خ  عا ىىا تضىى خ ال بىىاج   نلىىد اتضىىأ  ىى  ال  ىىا ق ال  ري  ىىة تفىى    قىىدل 

الرل ىى  ريىى   ا ىىة المقىىدلات تلىىو  عىىل المىىرنط ن ىى ل  أفضىىا  فىىاع  لأب  –جاسىىخ 
لدية ألىا مى خ لم  سىا  ربعىات ال اىم ر ىد أى مى خ لأ  ىال العل ىات   مىا تىخ اسى  دال 
  م رىىة  ىى  ال  ادىىات اللا ا ىىة ل  اىى أ تىىلة ال  ىىا ق ال اتىىة برىى ا الدلاسىىةل  لىى  
تمو المقالدة بىل  ال مىاخص الم  يفىة  اسى  دال  ىا  ى     سىا  ربعىات ال اىم ن ى ل  

 الم  سا ال م   لي ام المايقل نلد ت افقو ال  ا ق  ة د ا ق الملااا  
A Comparative Study of Some Two-Parameter Ridge-Type 

and Liu-Type Estimators to Combat Multicollinearity 

Problem in Regression Models: Simulation and Application. 

 

Abstract 
In multiple linear regression analysis, the ordinary least squares 

(OLS) method has been the most popular technique for 

estimating parameters of linear regression model due to its 

optimal properties. OLS estimator may fail when the assumption 

of independence is violated. This assumption can be violated 

when there is correlation between the explanatory variables. 

Therefore, the data is said to contain multicollinearity and 

eventually will mislead the inferential statistics. When 

multicollinearity exists, biased estimation techniques are 

preferable to OLS. Many authors have proposed different 

estimators to overcome this problem. Also, many biased 

estimators with one-parameter or two-parameter are developed. 

But, the estimators with two-parameter have advantages over 

that with one-parameter where they have two biasing parameters 

and at least one of them has the property of handling this 

problem impact. Therefore, this study aims to examine the 

performance of seven recent estimators with two-parameter of 

multiple linear regression model with multicollinearity problem. 
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The performance of the seven estimators, namely Owolabi et al. 

estimator (2022 a,b), Omara estimator (2022), Oladapo et al. 

estimator (2022), Makhdoom-Aslam estimator (2023), Idowu et 

al. estimator (2023), and Jassim-Alheety estimator (2023) are 

compared using Mean Square Error criterion. For this purpose, a 

simulation data with p = 3 , 8; n = 20 , 50 , 100; and full 

multicollinearity   = 0.7 , 0.8 , 0.9 , 0.99  was used. The 

existence of multicollinearity was evaluated usingVariance 

Inflation Factor (VIF) value. The empirical evidence shows that 

Jassim-Alheety estimator outperforms others under some 

conditions and is more efficient because it has the smallest MSE 

values in any samples sizes. A real-life dataset is used to 

demonstrate the findings of the paper. 

The comparison was made among the different models using 

both the mean square error (MSE) and mean absolute percentage 

error (MAPE), where the results agreed with the simulation 

results. 

Key words  
Multicollinearity, Mean square error, Two-parameter estimator, 

Simulation, Owolabi estimators, Almost Unbiased Modified 

Ridge-Type Estimator (AUMRTE), Liu Dawoud-Kibria (LDK) 

estimator, Adaptive (K-d) class estimator (AKDE), Liu-Kibria 

Lukman (LKL) estimator, Modified Unbiased Optimal 

Estimator (MUOE). 

1- Introduction 
Multiple regression analysis is used to study the relationship 

between a single variable Y, called the response variable, and 

one or more explanatory variable(s). X1 , …. , XP by a linear 

model. The method of Ordinary Least Squares (OLS) estimator 

of model parameters is best linear unbiased estimator (BLUE) 

and most efficient under certain assumptions. One of the 

assumptions of Linear Regression model is that of independence 

between the explanatory variables (i.e. no multicollinearity). 

Violation of this assumption arises most often in regression 

analysis. 
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Multicollinearity refers to a situation in which one or more 

predictor variables in a multiple regression Model are highly 

correlated if Multicollinearity is perfect, the regression 

coefficients are indeterminate and their standard errors are 

infinite. If it is less than perfect, the regression coefficient 

although determinate but posses large standard errors, which 

means that the coefficients can not be estimated with great 

accuracy and appearing to have the wrong sign. 

Multicollinearity can be found through the concept of 

orthogonality, when the predictors are orthogonal or 

uncorrelated, all eigenvalues of the design matrix are equal to 

one and the design matrix is full rank. If at least one eigenvalue 

is different from one, especially when equal to zero or near zero, 

then nonorthogonality exists, meaning that multicollinearity is 

present. (Aslam, 2014)[1]. 

There are many methods used to detect multicollinearity, among 

these methods: 

1- Compute the correlation matrix of predictors variables, a high 

value for the correlation between two variables may indicate 

that the variables are collinear. This method is easy, but it can 

not produce a clear estimate of the rate (degree) of 

multicollinearity. 

2- Eigen structure of 
/X X , let 

1 2 p, ,..........,     be the 

eigenvalues of 
/X X  (in correlation form). When at least one 

eigenvalue is close to zero, then multicollinearity is exist. 

3- Condition number: there are several methods to compute the 

condition number (CN) which indicate degree of 

multicollinearity, including of the following method: 
1/2

max

min

CN
 

=  
 

As: max min,    they represent the largest and smallest 

eigenvalue of 
/X X , if the value of CN < 10 this means there is 

no problem of multicollinearity between the explanatory 
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variables and if it is 10 < CN < 30 then there is a problem of 

moderate multicollinearity between the explanatory variables 

and if the value CN > 30 this means that there is a strong 

multicollinearity problem between the explanatory variables 

(Algamal, 2021)[4]. 

4- Variance Inflation Factor (VIF) can be computed as follows: 

VIF = 
2

j

1

1 R−
  

Where 
2

jR  is the coefficient of determination in the regression 

of explanatory variable Xj on the remaining explanatory 

variables of the model. Generally, when VIF greater than 10, we 

assume there exists highly multicollinearity. 

Literature has suggested many alternative methods such as the 

Ordinary Ridge Regression (ORR) estimator (Hoerl and 

Kennard, 1970)[9], and the Modified Ridge Regression (MRR) 

estimator (Swindel, 1976)[28], etc. to address multicollinearity. 

The ORR estimator is one of the widely used among these 

estimators. It helps to overcome the problem of multicollinearity 

by adding a positive value (K) to the diagonal elements of the 
/X X  matrix. This constant (K) is known as the biasing 

parameter or the shrinkage parameter. 

Many literature is available about the selection of the biasing 

parameter (K). For instance, see Liu (1993)[15] proposed the 

biased estimator that called Liu Estimator (LE) that mingling the 

stein estimator and ORR estimator.  

For high level of multicollinearity the matrix (
/X X ) safer from 

ill condition with large condition number. The small value of 

ridge parameter cannot reduce the condition number by enough 

to overcome the ill condition. So that, Liu (2003)[16] introduced 

Liu-Type Estimator (LTE) that depended on two parameters 

make together to reduce the condition number and at the same 
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time improve the fitting and properties of the estimator. Ozkale 

and Kaciranlar (2007)[25] suggest two-parameter estimator (TE), 

which has many features, since it contains the OLS, ORR, Liu 

estimators in private situations. In fact, the (ORR) and (LE) 

depend on OLS estimator, so researchers can use them in the 

case of low level of multicollinearity. Otherwise, the (LTE) and 

(TE) depend on any estimator. So that, researchers can use it at 

any level of multicollinearity. Sakallioglu and Kaciranlar 

(2008)[29] and Yang and Chang(2010)[31] modify the (LTE) in 

which it depends on (ORR). This biased estimator has superior 

efficient than (ORR), (LT) and (LTE). In addition, Dorugade 

(2014)[7] introduced the new biased estimator called ridge-type 

estimator (RTE). Omara (2019)[21] modify the (TE) estimator in 

which it depends on (ORR). Aslam and Ahmed (2020)[2] 

suggested the class of biased estimator modify two parameter 

estimator. 

Lukman et al., (2019a)[17] modified the ridge-type estimator and 

proposed the new biased estimator called modify ridge-type 

estimator (MRTE). At the same time, Lukman et al. (2019b)[18] 

modified the ridge-type estimator with new prior information. 

On the other hand, many studies go to minimize the estimators 

bias and at the same time keeping the MSE small. The almost 

unbiased estimator is one of important biased estimator which 

used to reduce the biased for the shrinkage estimators. In this 

direction, the statistical literature goes to improve the almost 

unbiased estimator performance by replacing the OLS estimator 

with more efficient shrinkage estimators. In this context Alhetty 

et al. (2021)[5], Algamal (2021)[4], Al-Taweel and Algamal 

(2022)[3] which suggests Almost Unbiased Modified Ridge-

Type Estimator (AUMRTE). This estimator merges the Almost 

Unbiased Liu Estimator (AULE) with Modified Ridge-Type 

Estimator (MRTE). 
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Because multicollinearity is a serious problem when we need to 

make inferences or looking for predictive models. So it is very 

important for us to find a better method to deal with 

multicollinearity. Therefore, the main objective in this study, is 

to introduce a set of recent estimators to overcome this problem 

and make a comparison among them to determine which one is 

better to deal with this problem. 

2- Methodology 
In this section, the main estimation strategies will be highlighted 

to tackle the issue of multicollinearity. 

Consider the linear regression model: 

Y = X +                        (1) 

Where Y is an (n x 1) vector of observations on a response 

variable.   is a (p x 1) vector of unknown regression 

coefficients, X is a matrix of order (n x p) of observations on p 

predictor  variables,  and   is (n x 1) vector  of  errors  with E(

) = 0 and V ( ) = 
2 In. Suppose there exist an orthogonal 

matrix Q such that 
/ /Q X XQ  = Λ= diag (

1 2 p, , .....   ) 

where i   is the ith eigenvalue of 
/X X . Λ and Q are the 

matrices of eigenvalues and eigenvectors of 
/X X , respectively. 

Model (1) can be written equivalently as: 

Y = Z    +            (2) 

Where Z = XQ,      = 
/Q    , and 

/Z Z   = Λ 

The Ordinary Least Square Estimator (OLSE) can be defined as: 
1 /ˆ X−= +   

2-1 Owolabi Estimator (2022a)[23] 

The new estimator proposed in this study follows the works of 

Liu (1993)[15], and Yang and Chang (2010)[31]. While the two 

biasing parameters K and d have a multiplicative effect in 

Dorugade’s (2014)[7] initial modified two-parameter estimator, 
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they  have an additive effitive in the newly proposed two-

parameter estimator. 

The proposed estimator is defined as follows: 
/ 1 /

p1 1 1
ˆ (k ,d ) (X X (k d)l) X Y− = + +   

= 
1 /( (k d)l) X Y−+ +   

= 
1

OLS k OLS
ˆ ˆ( (k d)l) T−+ +  =                                (3) 

Where Tk = 
1( (k d)l)−+ +   , K > 0  and 0 < d < 1 

The Mean Square Error Matrix (MSEM) of the proposed 

estimator is defined as: 
2 1 / / /

p1 1 1 k k k k
ˆMSEM( (k ,d )) T T (T 1) (T 1)− = + −  −   (4) 

Computation of parameters k1 and d1: 

2

1 2

i

ˆ
k̂ min d

ˆ

 
= − 

 
          (5) 

2

1 2

i

ˆ
d̂ min k

ˆ

 
= − 

 
          (6) 

The selection of the parameters d and k in 
p1̂  (k1 , d1) is 

obtained iteratively as follows: 

Step 1: Obtain an initial estimate of d1 using 
2

*

2

i

ˆ
d̂ min

ˆ

 
=  

 
  

Step 2: Obtain 1k̂  from (5) using 
*d̂  in step 1 

Step 3 : Estimate 1d̂ in (6) using the 1k̂ obtained in step 2. 

Step 4 : In case 1d̂  is not between 0 and 1, use 1d̂  = 
*d̂ . 

The biasing parameter used in the proposed estimator 

P1 (k2 , d2), that is k2 and d2 as proposed by Ozkale and 

Kaciranlar (2007)[25] is given by: 
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2

2 2
2 2

i i
i

ˆ
k min

ˆ
d

 
  

=  
   − +    

        (7) 

2

2 2
2

i
i

ˆ
d min

ˆ

 
 

=  
  +
 

         (8) 

Evaluation of the performance of the proposed estimator with 

some existing ones OLS, Ridge estimator (1970)[9], Liu 

estimator (1993)[15], KL estimator (2020)[13], Dorugade 

estimator (2014)[7], and Two-parameter estimator by Ozkale and 

Kaciranlar (2007)[25] in terms of Mean Squared Error criterion 

was done and observed. The proposed estimator 
p1 (k2 , d2) 

performs better than 
p1 (k1 , d1) and the other six existing 

estimators in most cases at the different sample sizes, sigma, 

multicollinearity levels, and parameters. 

2-2 Owolabi Estimator (2022b)[24] 

The proposed two-parameter estimator of   is obtained by  

minimizing 
/ˆ( )+  ˆ( )+  subject to  

/(Y Z ) (Y Z ) C−  −  =  , where C is constant. 

/ /ˆ ˆ(Y Z ) (Y Z ) Kd ( ) ( ) C −  −  + + + −       (9) 

Where K and d are langrangian multipliers. 

Following Kibria and Lukman (KL)[13], the solution to (9) gives 

the solution to the proposed estimator as follows: 

1

p2 OLS
ˆ ˆ(k,d) ( kdI) ( kdI)− = +  −      (10) 

p2 0 1 OLS
ˆ ˆ(k,d) Z Z =         (11) 
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Where 
0Z ( kdI)= +  and 

1Z ( kdI),= −  k > 0 and 0 < d < 1 

The MSEM of the proposed estimator is defined as: 

2 1 / / / /

p2 0 1 0 1 0 1 0 1
ˆMSEM (k,d) Z Z Z Z (Z Z I) (Z Z I)−  = + −  −     (12) 

Computation of parameters K and d 

The selection of the parameters d and k is obtained iteratively as 

follows: 

Step 1: Obtain an initial estimate of d using 
2

2

i

ˆ
d̂ min

ˆ

 
=  

 
  

Step 2: Obtain Kmin using d̂   in step 1 according to Ozkale and 

Kaciranlar (2007)[25]. 

( )

2

min 2 2

i i

ˆ
k̂ min

ˆd 2 /

 


=  
 +    

      (13) 

Step 3: Estimate pd̂  by using kmin in step 2. 

( )

2

p 2 2

i i

ˆ
d̂

ˆk 2 /


=

 +  
       (14) 

Step 4: Incase pd̂   is not between 0 and 1 use p
ˆ ˆd d=   

In this paper, a new two-parameter estimator was proposed to 

solve the problem of multicollinearity for the linear regression 

models. The proposed estimator was compared with six other 

existing estimators OLS, Ridge estimator (1970), Liu estimator 

(1993), KL estimator (2020)[13], Modified Ridge Type estimator 

(2019a)[17], Two-parameter estimator by Ozkale and Kaciranlar 

(2007)[25]. It is obvious from the comparison that the proposed 

estimator performs best among the existing estimators 

considered in this research work using the mean square error 

criterion. 
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2-3 Omara Estimator (2022)[22] 

This paper introduces an Almost Unbiased Modified Ridge-

Type Estimator (AUMRTE) to avoid problems arising from 

multicollinearity. This estimator has an important features of the 

two important shrinkage estimators, the Modified Ridge-Type 

Estimator (MRTE) (Lukman, 2019a)[17] and Almost Unbiased 

Estimator (AUE) (Xu and Yang, 2011)[30]. 

The proposed estimator is defined as follows: 
2 2 2

AUMRTE OLS
ˆ ˆ(k,d) I k (1 d) ( k(1 d)I)−  = − + + +      (15) 

Where 
OLS̂   is OLS estimator. 

The MSEM of the proposed estimator is formed as: 
2

2 2p
2

AUMRTE 2
i 1 i i

k (1 d)1ˆMSEM (k,d) 1
( k (1 d))=

 +
 = −   + + 

   

                          + 

2
2 2p

2

i2
i 1 i

k (1 d)

( k (1 d))=

 +
 

 + + 
                       (16)  

Choosing the shrinkage parameters (k , d): 

  

2 2

i 2 2 2 2

i i i i

opt
2

2 2

i i

ˆ ˆ
k 1

ˆ ˆˆ ˆ
d

ˆ
k 1

ˆˆ

  
 − − 

 +   +  =
 
− 

 +  

    (17) 

2

i 2 2p
i i

opt
2i 1

2 2

i i

ˆ

ˆˆ1
k

p ˆ
(d 1) 1

ˆˆ

=




 + 
=

 
+ − 

 +  

     (18) 
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Omara (2022)[22] used one of the important methods to obtain 

the optimal shrinkage parameters k and d, which is called a 

Generalized Cross-Validation (GCV). This method makes a 

equilibrium between the estimator’s prediction accuracy and the 

bias which causes by the shrinkage of the estimator. 

Theoretical comparisons were made between the AUMRTE and 

each of MRTE and AUE based on MSEM. These comparisons 

showed that the superiority of the AUMRTE over both MRTE 

and AUE. The simulation study results also showed that the 

AUMRTE is work well at the high level of correlation. For the 

real application, it was applied to the data of the Gross Domestic 

Product (GDP) of the Egyptian tourism sector. The results of the 

application showed that the AUMRTE improve the prediction 

accuracy for the model. 

2-4 Oladapo Estimator (2022)[26] 

The proposed biasing Liu Dawoud-Kibria (LDK) estimator for 

LDK
ˆ( )   is obtained by replacing the Dawoud-Kibria 

estimator (2020)[8] DK̂  with ̂  in the Liu estimator (1993)[15], 

and it becomes as follows: 

LDK
ˆ ˆWS =          (19) 

Where W = 
1( I) ( dI),−+ +    

S =    
1

k (1 d) I k (1 d) I
−

 − ++ +  , 

D and k are the biasing parameters. 

The MSEM of the proposed estimator is defined as: 
2 1 /

LDK
ˆMSEM( ) WS WS (WS I) (WS I)− = + −  −     (20) 

Determination of the Parameters k and d: 
p

2 2 2

i i i i
min 2 2 2 2 2

i i i i i i i i 1

ˆˆ ( d) (1 d)
k̂ min

ˆ ˆˆ ˆd (d 1) (d 1) (d 1) 2 ( d d )
=

    + −  −
=   + +  + +  + +    + + 

     (21) 

2 2

i i

2 2

i i

ˆ ˆ( )
d

ˆˆ

  −
=

 + 
        (22) 
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Theoretical comparision of the proposed estimator with six other 

existing estimators OLS, Ridge estimator (1970), Liu estimator 

(1993), KL estimator (2020), Modified Ridge Type (MRT) 

estimator (2019a)[17] and Dawoud-Kibria (DK) estimator 

(2020)[8] shows the superiority of the proposed estimator (LDK). 

Results from the simulation study reveal that the proposed 

estimator performs better than other existing estimators used in 

this study, which further strengthens the theoretical study. 

2-5 The Adaptive (k – d) Class Estimator (AKDCE) 

(Makhdoom and Aslam, 2023)[19] 

Sadullah et al. (2008) suggested a biased and shrinkage 

estimator namely (k – d) estimator. 
/ 1 /

kd op ORR
ˆ ˆ(X X KI) (X Y d )− = + +       (23) 

Where k > 0 and (−   < d <  + ). (k – d) class estimator is 

shrinkage estimator towards OLSE and ORRE. The optimum 

value to calculate d is as follows: 
2p

i i

2
i 1 i i

op 2 2p

i i i

2 2
i 1 i i

ˆ ˆ( )

( 1) ( k)
d̂

ˆ ˆ( )

( 1) ( k)

=

=

  −

 +  +
=

   +

 +  +




      (24) 

Aslam (2014)[1] used adaptive estimation procedure to fit Ridge 

Regression (RR) in attempt to get more efficient estimator as 

Adaptive Ridge Regression Estimator (ARRE). 

The proposed estimator is shown below. 
/ 1 /

ARR ARR ARR
ˆ ˆˆ (X W X KI) (X W Y)− = +     (25) 

Where, ARRŴ are weights assigned into diagonal matrix and 

called it ARR. 

ARR 2 2 2

ARR1 ARR 2 ARRn

1 1 1
Ŵ diag , ,......,

ˆ ˆ ˆ

 
=  

   
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In order to derive the Adaptive (k – d) Class Estimator 

(AKDCE), they extended work of Aslam et al. (2013) by 

replacing 
ORR̂  in equation (23) with 

ARR̂  which is given in 

equation (25). Resultantly, they got the Adaptive (k – d) 

Estimator (AKDE) as given below: 
/ 1 /

AKDE AKD AKD op ARR
ˆ ˆˆ ˆ(X W X) (X W Y d )− = +       (26) 

Where, 

AKD 2 2 2

AKD1 AKD2 AKDn

1 1 1
Ŵ diag , ,......,

ˆ ˆ ˆ

 
=  

   
 

The MSE can be numerically find by given mathematical 

formula in simulation: 
R

/

i i
i 1

ˆ ˆ ˆMSE( ) ( ) ( ) / R
=

  =  −  −       (27) 

Where R is the cumulative sum of all simulation replications. 

Estimating the biasing ridge parameter  

Khalaf and Shukur, 2005[14] suggested an estimator to compute 

biased ridge parameter k which is recognized as the “KS 

estimator” and is presented as: 
2

max
KS 2 2

max OLS

ˆ
K̂

ˆˆ(n r) max

 
=

−  + 
     (28) 

Where: max   is maximum eigen value of X/X matrix, 
2

OLS̂   

max is the highest value of 
2

OLS̂ and 
2̂   is the MSE of 

residuals. 

They examined the performance of the suggested estimator 

(AKDE) and compare it with other existing estimators OLS, 

Ridge estimator (1970), Adaptive Ridge Regression Estimator 

(ARRE) by Aslam (2014), KD estimator by Sadullah et al. 

(2008). It is obvious from the Monte Carlo simulation that 



     24/10/2024 Accepted Date              …  Dr.Wael Saad   A Comparative Study of Some Two   

The Scientific Journal for Economics & Commerce                             119  
  

  

 

 

 

(AKDE) is more effective than other available estimators. As a 

result, when assumptions linear regression model 

(multicollinearity and heteroscedasticity) are being violated the 

AKDE class estimator is the best option over OLSE. 

2-6 Idowu Estimator (2023)[10] 

Liu (1993) and Kibria and Lukman (2020) proposed a Liu 

estimator and (K – L) estimator respectively, to improve the 

estimation of parameters in presence of multicollinearity. These 

two estimators are, however, one-parameter estimators. 

The proposed Liu-Kibria Lukman (LKL) estimatory (2023)[10] 

following a method similar to that proposed by Yang and 

Change (2010), and Kaciranlar et al. (1999). The proposed 

estimator is obtained as follows: 

LKL
ˆ ˆCA =           (29) 

Where : C = 
1( I) ( dI)−+ +   ,  

1A ( KI) ( KI)− + −= , 

d and K are the biasing parameters. 

The MSEM of the proposed estimator is defined as: 
2 1 / / /

LKL
ˆMSEM( ) CA CA (CA I) (CA I)− = +  − −    (30) 

Selection of biasing parameters K and d: 

For the biasing parameter k for the proposed (LKL) estimator, 

Idowu et al. (2023) adopted the biasing parameter k proposed by 

Kibria and Lukman (2020). The biasing parameter k is given as: 

2

2 2

i,OLS i

ˆ
k min

ˆ2 ( / )

 
=  

 +   
      (31) 

The optimal value of the d parameter can be considered as 

follows: 
2 2 2 2 2

i i i i i i

2 2

i i i i

ˆ ˆ ˆˆ ˆ( ) k(2 )
d

ˆˆ ( k) ( k)

  − +   + −
=

  − +   −
    (32) 

This paper proposed a new class two-parameter estimator, 

namely, the Liu-Kibria Lukman (LKL) estimator, to combat 
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multicollinearity in linear regression models. This study 

theoretically compares the proposed LKL estimator (2023) with 

some existing estimators like the OLS estimator, the ridge 

estimator, the Liu estimator, Kibria and Lukman (KL) estimator 

(2020), the Modified Ridge-Type (MRT) estimator (2019a), the 

two-step shrinkage (TSS) estimator (2022)[27], and the Modified 

New Two-Parameter (MNTP) estimator (2019)[18]. A simulation 

study was conducted to compare the performance of these 

already existing estimators with the proposed LKL estimator. 

From the simulation study results, the proposed LKL estimator 

performs better than the existing estimators. 

2-7 Jassim-Alheety Estimator (2023a, b) 

When there is a problem of multicollinearity or an illconditioned 

of design matrix in a linear regression model, many results have 

shown that the OLSE is no longer a good estimator, leading to 

the development of biased estimator such as the Ordinary Ridge 

Estimator (ORR) was proposed by Hoerl and Kennard (1970) as 

follows: 
/ 1 /

ORR
ˆ (k) (X X KI) X Y− = +   

     = 
1

OLSE
ˆI K(Z KI)− − +     

     = 
1

k OLSE OLSE
ˆ ˆI KZ W− −  =                    (33) 

Where: Z = X/X      ,      Zk = Z + KI , 

 W = [I – K (Z + KI)-1] ,        K > 0 

The Liu Estimator was proposed by Liu (1993), Almost 

Unbiased Ridge Etimator (AURE) was proposed by Singh and 

Chaubey (1986) are given by: 
1

Liu ORR d OLSE
ˆ ˆ ˆ(d) (Z I) (Z dI) F− = + +  =      (34) 

Where 
1

dF (Z I) (Z dI)−= + +   

2 2

AURE OLSE
ˆ ˆ(k) I k (Z k)−  = − +        (35) 

        = k OLSE
ˆA    
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Where: 
2 2

kA I K (Z K)− = − +    

Crouse et al. (1995)[6] presented the Unbiased Ridge Estimator 

(URE) based on the ridge estimator and prior information J, 

which is defined as follows: 
1 /

URE
ˆ (Z KI) (X Y KJ)− = + +       (36) 

With J being uncorrelated with 
OLSE̂ . They showed that URE 

estimator is unbiased estimator and its always better than OLS 

estimator. Jassim and Alheety (2023a)[11] proposed new three 

modified unbiased estimators as a generalized form depending 

on the last estimators and called the Modified Unbiased 

Ordinary Ridge Estimator (MUORE), the Modified Unbiased 

Ordinary Liu Estimator (MUOLE), and the Modified Unbiased 

Almost Unbiased Ridge Estimator (MUAURE). Then they 

wrote them in the following generalized form to be easy to find 

the statistical properties: 

G i URE
ˆ ˆA =          (37) 

Where Ai is a positive definite matrix, I = 1 , 2 , 3 (A1 = W , A2 

= Fd , A3 = Ak). 
2 1 / / /

G i k i i i
ˆMSE( ) A Z A (A I) (A I)− = + −  −    (38) 

In addition to modifying the matrix Ai (Jassim-Alheety, 

2023b)[12] introduce a modified unbiased optimal estimator 

(MUOE), they obtained the best choice of Ai by minimizing the 

MSEM of G̂  with respect to Ai as: 

/ 2 1 / 1

i kA ( Z )− −=  +        (39) 

Therefore, a modified unbiased optimal estimator (MUOE) and 

its MSE are as follows: 

MUOE i URE
ˆ ˆA =          (40) 

2 1 / / /

MUOE i k i i i
ˆMSE( ) A Z A (A I) (A I)− = + −  −    (41) 

In Jassim-Alheety study (2023a), three biased estimators 

(MUORE, MUOLE and MUAURE) depending on unbiased 
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ridge estimator (URE) in a multiple linear regression when there 

exists multicollinearity problem are proposed. These estimators 

are superior to other exists estimators (OLS, URE, ORR, Liu 

and AURE) which are based on sample information using the 

MSE Criterion. They also suggested that MUORE is the best 

estimator with compared to other proposed estimators. 

In Jassim-Alheety study (2023b), a new unbiased rate 

improvement estimator (MUOE) is proposed when there is a 

multiple linearty problem. This estimator outperform other 

current estimators (MUORE, MUOLE and MUAUER) that rely 

on sample information. Thus the MUOE is the best estimator 

compared to other proposed estimators. 

In Jassim-Alheety study (2023b), a new unbiased rate 

improvement estimator (MUOE) is proposed when there is a 

multiple linearty problem. This estimator outperform other 

current estimators (MUORE, MUOLE and MUAUER) that rely 

on sample information. Thus the MUOE is the best estimator 

compared to other proposed estimators. 

3- Simulation Study 
Simulation study was conducted to assess the performance of 

Owolabi 
p1 p2

ˆ (k ,d), (k ,d)     , Omara AUMRTE
ˆ( )  , 

Oladapo LDK
ˆ( )  , Makhdoom AKDE

ˆ( )  , Idowu LKL
ˆ( )  and 

Jassim MUOE
ˆ( )   estimators. The explanatory variables have 

been generated using the following equation (Aslam, 2014). 

 
2 0.5

ij ij ipX (1 ) Z Z= − +                   (42) 

i = 1 , 2 , …. n   ,  j = 1 , 2 , ….. , p 

where   represent the correlation between the explanatory 

variables and Zij’S are independent standard normal 

pseudorandom numbers. Since, we are interested in the effect of 

multicollinearity, in which the degrees of correlation considered 

more important, then four values of the pairwise correlation are 
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considered with   = 0.7 , 0.8 , 0.9 and 0.99. In addition, an 

increase in the number of explanatory variables lead to an 

increase in MSE, then the number of the explanatory variables is 

considered as p= 3 and 8. Further, three representative values of 

the sample size are considered: 20, 50, and 100 because the 

sample size has direct impact on the prediction accuracy. The 

error term 
t( )  will be generated such that 

t  ~ N (0 , 
2I  ). 

The standard deviations in this simulation study are =  1 , 5 , 

and 10. The MSE was obtained using the following equation. 
1000

/

ij i ij i
j 1

1ˆ ˆ ˆMSE( ) ( ) ( )
1000 =

 =  −  −     (43) 

For a combination of these different values of error variance 

( ) , multicollinearity levels ( ) , number of repressors (p), and 

sample sizes (n) the generated data is repeated R = 1000 times 

and the average MSE are determined. 

The results obtained from the simulation study at the different 

specifications of , ,p,n   are presented in  tables 1 to 6. The 

best value of the averaged MSE is highlighted in bold. 
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It is shown from tables 1-6 the following: 
1- For any sample size (n), standard deviation ( ), and 

number of predictor variables (p), the MUOE estimator 
gives the smallest MSE for the simulation conditions. 
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Therefore, the results show that MUOE estimator is 
performing better than the rest of the estimators, followed 
by AUMRTE and AKDE estimators. 

2- The P2 (k , d) estimator performance is between the LDK 
and P1 (k , d) estimators, while the LKL estimator gives 
the highest MSE values and performs the worst among all 
estimators. 

3- Regarding the number of explanatory variables p, one can 
see that there is a positive impact on MSE, where there 
are increasing in MSE values when the p increasing from 
three to eight variables. 

4- With the increase in standard deviation ( ), the MSE of 
all the estimators increases generally for all levels of 
sample size, multicollinearity, and number of predictors. 
This is also evident from Figure (1). 

5- The increase in the sample size (n) impacted MSE values 
of all the estimators to decrease, regardless the values of 
  ,   , and p. This is also evident from Figure (2). 

6- It was observed that the MSE values of the estimators 
increases as the level of correlation ( ) increases. This is 

also evident from Figure (3). 
Also, as the biasing parameters (k , d) increases, a decrease in 

the MSE values was noticed. 
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Figure (1): MSE values versus ( ) values 

 

 

 
 
 
 
 
 

 

 

Figure (2): MSE values versus n values 

 

 

 

 

 

 

 

 

 
 

Figure (3): MSE values versus   values 
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4- Real Data Application 
Given that inflation is one of the most important problems 

facing the Egyptian economy, determining the factors affecting 

it is very important. Inflation rate based on the consumer price 

index will represent the dependent variable (Y). The 

independent variables are: exchange rates (X1), interest rates 

(X2), money supply M2 (% of GDP) (X3), government spending 

(% of GDP) (X4). 

Annual data covering the period 2000-2023 were obtained using 

the databases of both the central bank of Egypt and the world 

bank. 

The regression model for these data is defined as: 

i 0 1 1 2 2 3 3 4 4 iY X X X X= + + + +  +     (44) 

The correlation matrix of the predictor variables is given in 

table(7). 
Table (7): Correlation Matrix 

 X1 X2 X3 X4 

X1 1    

X2 0.5716 1   

X3 0.3902 0.8325 1  

X4 0.2514 0.7179 0.1753 1 

In table (7) the correlation matrix is shown that indicates a 

multicollinearity problem since the pairwise correlations reach 

up to 0.8325 between interest rates (X2) and money supply (X3), 

this demonstrated by increasing the value of Variance Inflation 

Factor(VIF) for the variables X2 and X3. 

Also, variance inflation factors (VIFs) and a condition number 

are adopted to diagnose multicollinearity in the model. The VIFs 

are : VIF (X1) = 79.85, VIF (X2) = 574.83, VIF (X3) = 452.61, 

and VIF (X4) = 163.72 which indicate that there is a strong 

multicollinearity. The matrix X/X has singular values 

(eigenvalues): 1  = 208.304, 2  = 961.502, 3  = 72.938, 4  = 

87536.713. 



     24/10/2024 Accepted Date              …  Dr.Wael Saad   A Comparative Study of Some Two   

The Scientific Journal for Economics & Commerce                             133  
  

  

 

 

 

The condition number defined as max min/    equals 34.64. 

Both tests are evidence that the model possesses severe 

multicollinearity. 

 
Table (8): Regression coefficients and the corresponding MSE values for 

OLS and used estimators 

 
(* ) Coefficient is significant at 0.05. 

From 219.03Table (8), it can note that the estimated regression 

parameters of all estimators have the same signs except LDK 

estimator. Moreover, the MSE and MAPE values of MUOE 

estimator are lower than other estimators, which means that the 

MUOE estimator achieves the best performance. The results 

agree with the simulation results. 

Therefore, the regression equation estimated using the MUOE 

model when K = 0.8315 and d = 0.6038 as follows: 

Yi = 6.3202 + 0.7395X1 + 0.8851X2 + 0.3927X3 + 0.5033X4 

Conclusion 
In this study, the performance of seven recent estimators to 

combat multicollinearity in linear regression models was 

compared. A simulation study has been conducted to compare 

the performance of the P1 (k , d), P2 (k , d), AUMRTE, LDK, 

AKDE, LKL, and MUOE estimators. It is evident from 

simulation results that MUOE estimator gives better results than 

the rest of the estimators considered in this research work at the 

different sample sizes, sigma, multicollinearity levels, and bias 
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parameters. Finally, application of real-life data further 

established the superiority of the MUOE estimator as it gives the 

best result among the existing estimators using the Mean Square 

Error (MSE) and Mean Absolute Percentage Errors (MAPE) 

criterions. 
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