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1. INTRODUCTION 

Bias, basic concepts: 
In academic and clinical research, bias 

refers to a type of systematic error that 

can distort measurements and/or affect 

investigations and their results (Popovic 

& Huecker, 2021). It is important to 

distinguish a systematic error, such as 

bias, from that of random error (Jager et 

al., 2020). Random error occurs due to 

the natural fluctuation in the accuracy of 

any measurement device, the innate 

differences between humans (both 

investigators and subjects), and by pure 

chance (Vetter & Mascha, 2017). 

Random errors can occur at any point 

and are more difficult to control  

 

 

 

 

 

 
 

 

(Frost & Alexandrou, 2024). Systematic 

errors, referred to as bias from here on, 

occur at one or multiple points during 

the research process, including the study 

planning, execution, and interpretation 

phases (Frampton et al., 2022) 

 

1- Bias in study planning phase: 

Bias in the study planning phase of 

pharmaco-epidemiological research 

poses significant challenges to result 

reliability (Vaidyanathan, 2022). Here, 

we explore key biases encountered, 

focusing on study design and selection 

biases. 

 

1.1- Study design bias: 

Study design bias refers to systematic 

errors or distortions that occur during 

the framing and outlining of a research 

study, potentially leading to misleading 

or inaccurate conclusions (Jefferson, 

2020). Several factors contribute to 

study design bias: 

 Definition of Variables: Inaccurate 

or ambiguous definitions of variables 

such as risk factors and outcomes can 

introduce bias (Navarro et al., 2021). 

Clear and standardized definitions are 

essential to ensure consistency and 

reliability in data collection and 

analysis (Viswanathan et al., 2018). 

 Subjective Measures: Reliance on 

subjective measures, such as 

subjective grading systems or self-

reported data, can introduce bias due 

to variability in interpretation or 

reporting by different individuals 

(Rosenman et al., 2011).  

 Data Collection Methods: The 

methods used to collect data, such as 

questionnaires, interviews, physical 

exams, or medical chart reviews, can 

influence the quality and reliability of 

the data (Sukmawati, 2023). 

Standardized protocols and training of 

study personnel are crucial to 

minimize variability in data collection 

(Pannucci & Wilkins, 2010). 

 Blinding: Lack of blinding or 

masking of study personnel to the 

exposure or outcome status of 

participants can introduce bias, 

particularly in subjective assessments 

or surgical procedures (Liakos et al., 

2024).Blinding helps prevent 

conscious or unconscious biases
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from influencing study results (Anderson & Rowell, 2023). 

 Retrospective Identification of Risk or Exposure: 
Relying solely on retrospective data collection, such as 

medical chart review, without cross-referencing or 

confirmation from multiple sources, can lead to biased 

results due to incomplete or inaccurate information (Talari 

& Goyal, 2020). 

To mitigate study design bias, researchers should carefully 

plan and execute their studies, ensuring clear definitions of 

variables, standardized data collection methods, and blinding 

procedures where applicable (Gerhard, 2008). Peer review 

and transparency in reporting study methods are also 

essential to identify and address potential biases (Aguinis et 

al., 2018).  

1.2- Selection bias: 

Selection bias refers to a systematic error in a study's design 

that arises when the criteria used to select participants result 

in a sample that is not representative of the target population 

(Degtiar & Rose, 2023). This bias can occur when certain 

groups are more likely to be included or excluded from the 

study based on factors related to both the exposure and the 

outcome being studied (Tripepi et al., 2010).  

For example, in a study examining the effectiveness of a new 

treatment for a medical condition, if participants are selected 

based on their access to healthcare rather than randomly 

sampled from the population, it could introduce selection 

bias. This bias can distort the study findings and lead to 

inaccurate conclusions about the relationship between the 

exposure and the outcome (Lu et al., 2024). 

1.3- Channeling bias: 

Channeling bias occurs when patients are more likely to be 

prescribed a particular treatment based on their underlying 

characteristics or clinical status rather than randomized 

assignment (Lobo et al., 2006). This bias can lead to 

differences in outcomes between treatment groups that are 

not solely due to the treatment itself but rather to the 

characteristics of the patients receiving the treatment (Acton 

et al., 2023). 

For example, if patients with more severe symptoms are more 

likely to receive a new, potentially more effective treatment, 

it may appear that the treatment is more effective than it is 

because it is being given to patients who are already at higher 

risk of poor outcomes. Channeling bias is a common concern 

in observational studies and can make it challenging to 

accurately assess the true effectiveness or safety of a 

treatment (Lu, 2009). 

2- Bias in the study execution phase (in process):  

 

Bias during the execution of a study refers to systematic 

errors or distortions that occur during data collection, 

intervention administration, or participant follow-up, 

potentially leading to skewed or inaccurate results (Jager et 

al., 2020). 

2.1- Interviewer bias: 

Interviewer bias occurs when the interviewer's 

characteristics, beliefs, or behavior influence the participant's 

responses, or the data collected during an interview or survey 

(Gerson & Damaske, 2020). This bias can affect the 

reliability and validity of the information obtained, leading to 

inaccurate or skewed results (Geldsetzer et al., 2024). 

Interviewer bias can manifest in various ways, such as 

leading questions, non-verbal cues, or unintentional cues that 

may influence the participant's responses (Pannucci & 

Wilkins, 2010).  

For example, if an interviewer holds certain stereotypes or 

prejudices, they may unintentionally communicate these 

biases through their tone of voice or body language, leading 

participants to provide responses that align with those biases. 

To minimize interviewer bias, researchers can use 

standardized interview protocols, provide training to 

interviewers, and use techniques such as blinding to reduce 

the influence of interviewer characteristics on the data 

collected (Pannucci & Wilkins, 2010). 

2.2- Chronology bias:  

Chronology bias occurs when the timing of events or 

observations within a study influences the outcomes or 

results observed (Tamm & Hilgers, 2014). This bias can arise 

in various ways, such as when there are changes in diagnostic 

criteria, treatment protocols, or follow-up procedures over 

time, leading to differences in outcomes between earlier and 

later study participants (Pannucci & Wilkins, 2010). 

Chronology bias can also occur when there are variations in 

the duration of follow-up or observation periods between 

study groups, leading to differences in the detection or 

reporting of outcomes (Paradis, 2008).  

For example, if a study comparing the effectiveness of two 

treatments has a longer follow-up period for one group than 

the other, it may falsely appear that the treatment with longer 

follow-up is more effective due to the increased likelihood of 

detecting outcomes over time.  

To mitigate chronology bias, researchers should carefully 

consider the timing of events and observations within their 

study design, ensure consistency in follow-up procedures and 

duration across study groups, and account for changes in 

diagnostic or treatment practices over time in their analysis 

(Rückbeil et al., 2019). 

2.3- Recall bias: 

Recall bias is a type of systematic error that occurs when 

participants in a study inaccurately remember or report past 

events, exposures, or experiences (Schmier & Halpern, 

2004). This bias can distort the relationship between the 

exposure and the outcome being studied, leading to 

inaccurate or misleading results (Sedgwick, 2012). Recall 

bias often arises when participants are asked to recall past 

events that may be emotionally charged, stigmatized, or 

occurred a long time ago (Colombo et al., 2020). Factors such 

as individual differences in memory, cognitive abilities, and 

psychological factors can also contribute to recall bias 

(Brusco & Watts, 2015).  

For example, in a case-control study investigating the 

association between smoking and lung cancer, individuals 

with lung cancer may be more likely to accurately recall their 

smoking history compared to healthy individuals, leading to 

an overestimation of the association between smoking and 

lung cancer.  

To minimize recall bias, researchers can use various 

strategies such as collecting data prospectively, using 

objective measures whenever possible, validating self-
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reported data against external sources, and minimizing the 

time between exposure and data collection (Vaidyanathan, 

2022).  

2.4- Transfer bias: 

Transfer bias, also known as the Berkson's bias, is a 

systematic error that occurs in case-control studies when the 

controls are selected from a different population than the 

cases (Pannucci & Wilkins, 2010). This can happen when 

controls are selected from a hospital or clinic population 

while cases are drawn from the general population. Because 

the controls come from a population with a higher prevalence 

of the exposure or disease being studied due to their 

hospitalization or clinic visit, this bias can distort the 

observed association between the exposure and the outcome. 

Transfer bias can lead to an underestimation or 

overestimation of the true association, depending on the 

direction of the bias (Westreich, 2012). 

To mitigate transfer bias, researchers should ensure that 

controls are selected from the same population as the cases 

or, if not possible, adjust for any differences between the 

populations in the analysis (Schwartzbaum et al., 2003). 

Alternatively, researchers may choose to use population-

based controls to minimize the impact of transfer bias on 

study results (Snoep et al., 2014).  

2.5- Performance bias: 

Performance bias refers to a type of bias that occurs in 

experimental studies, particularly randomized controlled 

trials (RCTs), when there are systematic differences in the 

care provided to participants in different study groups beyond 

the treatment being investigated (Spieth et al., 2016). This 

bias can arise if there are variations in the way interventions 

are delivered or if there are differences in the level of care or 

attention provided to participants in different study groups 

(Gold et al., 2012). 

For example, in a drug trial where one group receives a new 

medication and the other receives a placebo, performance 

bias may occur if healthcare providers or participants are 

aware of which treatment they are receiving, and this 

knowledge affects their behavior or perceptions. This could 

lead to differences in outcomes between the two groups that 

are not solely attributable to the effects of the treatment itself, 

but rather to the additional attention or care provided to one 

group. 

To minimize performance bias in RCTs, blinding or masking 

techniques can be employed to ensure that participants and 

healthcare providers are unaware of which treatment group 

they are in (Torgerson & Torgerson, 2003). Blinding helps to 

prevent conscious or unconscious biases from influencing 

participant behavior or treatment delivery (Moustgaard et al., 

2020).  

3- Bias in study interpretation phase: 

Bias that occurs in the interpretation phase, also known as 

post-trial bias, refers to distortions or influences that affect 

the interpretation, reporting, or dissemination of trial results 

after the completion of the study (Ho et al., 2018). Several 

types of bias can occur at this stage:  

3.1- Publication Bias:  

This occurs when the decision to publish study results is 

influenced by the direction or statistical significance of the 

findings (Stanley, 2005). Studies with positive or statistically 

significant results are more likely to be published, while 

those with null or negative results are often left unpublished 

or published with less visibility (van Aert & Niemeyer, 

2022). Publication bias can distort the overall evidence base 

and lead to an overestimation of the true effect of 

interventions (Marks‐Anglin & Chen, 2020). 

3.2- Selective Reporting Bias:  

Selective reporting bias occurs when only certain outcomes 

or analyses from a trial are reported, typically those that are 

favorable or supportive of the study hypothesis (Saini et al., 

2014). This can lead to an incomplete or biased portrayal of 

the study findings, as important outcomes or analyses may be 

omitted if they do not align with the researchers' or sponsors' 

interests (Page & Higgins, 2016). 

3.3- Spin Bias:  

Spin bias involves the use of misleading language or framing 

to present study results in a more favorable light than 

warranted by the data (Alsem et al., 2008). This can occur in 

the abstracts, press releases, or media coverage of trial 

results, where positive findings may be emphasized while 

limitations or uncertainties are downplayed or omitted 

(O’Leary et al., 2023). Spin bias can lead to misinterpretation 

of study findings by clinicians, policymakers, and the public 

(Alsem et al., 2008). 

3.4- Ghostwriting Bias:  

Ghostwriting bias occurs when individuals who contributed 

significantly to the design, conduct, or analysis of a trial are 

not acknowledged or listed as authors on the resulting 

publications (DeTora et al., 2019). This can lead to a 

distortion of the perceived credibility or independence of the 

study results if undisclosed conflicts of interest exist among 

the named authors (Stretton, 2014). 

3.5- Publication Delay Bias:  

Publication delay bias refers to the phenomenon where there 

is a delay between the completion of a trial and the 

publication of its results (Christie et al., 2021). Studies with 

positive or significant findings may be published more 

quickly than those with null or negative results, leading to a 

skewed representation of the evidence over time (Fanelli, 

2012). Addressing bias that occurs after a trial requires 

efforts to promote transparency, openness, and accountability 

in the reporting and dissemination of research findings 

(Christie et al., 2021).  

 

Conclusion  

In summary, bias is a pervasive challenge in 

pharmacoepidemiology that can arise at various stages of 

research, from study planning to interpretation and even in 

the publication process. Bias in the study planning phase 

encompasses study design bias, selection bias, and 

channeling bias, which can distort the relationship between 

exposures and outcomes.  

During the study execution phase, interviewer bias, 

chronology bias, recall bias, transfer bias, and performance 

bias can all impact the validity of study findings. 

Additionally, bias in the interpretation phase, including 

publication bias, selective reporting bias, spin bias, 
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ghostwriting bias, and publication delay bias, can further 

distort the evidence base.  

Addressing bias in pharmacoepidemiology requires 

comprehensive strategies, including careful study design, 

rigorous data collection and analysis methods, transparency 

in reporting, and adherence to ethical standards.  

By minimizing bias, researchers can enhance the reliability 

and validity of study findings, ultimately improving the 

quality of evidence used to inform clinical practice and public 

health policy 
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