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Abstract:

In this paper, in order to estimate channel impulse responses in orthogonal frequency
division multiplexing (OFDM), we use radial basis function network that is a kind of
neural network, because of this structure is applicable of this kind of problem for its
strong approximation and learning ability. We compare the performance of channel
estimator based on radial basis function neural network with LS and MMSE
algorithm with bit error rate (BER) and mean square error (MSE) criterias. Also
Cramer Rao bound is given to evaluate the performances of estimators. Our proposal
channel estimator has better performance than LS algorithm and closer performance
to MMSE algorithm. However there is unnecessity of  knowledge of channel statics
and noise information of channel when neural structures are used as a channel
estimator. Moreover after neural structures are trained, there is no need of sending
pilot tones that are used to get channel impulse responses by LS and MMSE
algorithm. As a result, system spendings are reduced.
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1. Introduction:

Multicarrier modulation techniques such as orthogonal frequency division
multiplexing (OFDM) are used in high data rate and quality communication systems.
In OFDM, the wide-band spectrum is divided into multiple orthogonal narrow-band
subcarriers. Each user’s symbol is splitted into sub-symbols, each sub-symbol
modulates a different subcarrrier and user sub-symbols are transmitted in parallel
over these low-rate subcarriers.  As a result of this transmission data can be
transmitted in high rate and quality. In addition to these, multipath immunity and
resistance to intersymbol interference (ISI) are other important advantages that
OFDM has [1-2]. Digital audio broadcasting (DAB), digital video broadcasting-
terrestrial (DVB-T), digital subscriber line (DSL) and wireless local area network
such as IEEE 802.11a and HIPERLAN/2 are the areas of communication systems that
use OFDM as modulation scheme. However,  to achieve coherent demodulation with
high transmission rate, the receiver needs accurate channel impulse response (CIR)
between receiver and transmitter. If channel estimation are not implemented,
interchannel interference (ICI) occurs between adjacent sub-channels of OFDM. As a
result of ICI, it is impossible to receive data by receiver correctly [3-7]. In order to
estimate channel parameters at each subcarriers,  least square (LS) and minimum
mean square error (MMSE) algorithms can be used. In fast fading and time varying
channels LS algorithm performs poorly in spite of implementation of this algorithms
are quite easy. MMSE algorithm performs well in fast and dispersive fading channels
but this algorithm requires noise characteristics of channel and  channel statics to get
CIRs [3]. In literature the channel estimators that use these algorithms are proposed
to estimate channel informations. In [4], Edfords offer low rank channel estimation
that is implemented to MMSE  and compare  this proposal with LS estimator using
mean square error (MSE) and symbol error  rate (SER) criterias. Also the
performance of the LS and MMSE algorithm is compared in [5]. By considering
these works it can be said that MMSE algorithm has better performance than LS
algorithm. In [6-7], LS and MMSE are implemented for channel estimation in
OFDM.

Besides classical techniques of channel estimation,  heuristic approachs such as fuzzy
logic and  neural network are implemented to estimate and equalize channels for
OFDM. In [8], fuzzy logic based channel estimator is applied to adjust the step size
of LMS algorithm in OFDM and this algorithm can achieve robust tracking ability in
various channel environments, faster convergence rate and low mean square error. In
[9], a channel estimator including two parts of  neural network is improved to
estimate the amplitude and the angle of the frequency domain channel coefficients.
Also neural networks are implemented to OFDM to solve channel equalization
problem [10,11]. In [10] back propagation network that is a kind of learning
algorithm of neural network is derived to equalize channels in OFDM. Furthermore
RBFN equalizer  which is trained to get channel responses by LMS algorithm
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structure is presented in [11].

In this paper, radial basis function network is used for channel estimation in OFDM.
The performance of this estimator is compared with the classical LS and MMSE
channel estimator with criterias of BER versus SNR and MSE versus SNR by
computer simulations.

2. OFDM System Model:

Figure (1):OFDM system model.

The block diagram of OFDM system is shown in Figure (1). To transmit data over
wireless channels, serial binary data stream is mapped into phase signals. In serial-
parallel convertor, block data is converted to parallel. After insertion of pilot symbols
that is used to get CIRs, modulated symbols )k(Xm  are transformed into time domain
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Then signal is transmitted over wireless channel. The received signal is given by



Proceedings of the 6th ICEENG Conference, 27-29 May, 2008 EE046 - 4
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When signal is transmitted over frequency selective multipath fading channels, the
channel impulse responses )n(h  can be expressed as
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After removing CP from )n(y f , )n(y  is received. Then FFT is taken as
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Then the signal is  represented by

)k(W)k(H)k(X)k(Y +=                                                                                           (6)

3. Radial Basis Function Networks for Channel Estimation:

Artificial neural networks are nonlinear information processing devices that are built
from interconnected elementary processing devices called neurons. Self organization,
adaptation, universal approximation and learning capabilities are the most important
properties of the neural networks. Radial basis function (RBF) network is a kind of
neural networks. Radial basis functions are embedded into a two layer feed forward
neural network. Such a network is  characterized by a set of inputs and set of outputs.
Between inputs and outputs there is a layer proccesing units called hidden units. Each
of them implements a radial basis function. The output layer implements a weighted
sum of hidden unit outputs. The function of these nets is given by:

∑
=
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n
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where )xx( j−φ is the activity of the hidden node j, with a RBF function centered on
the vector jx . In hidden layer, gaussian function which is selected as activation
function generally is follows;
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The weights k,jµ  between node k in the input layer and node j in the hidden layer do
not act multiplicatively as in other neuron models, but define the input vector

),...,(x jK1jj µµ=  eliciting the maximum response of node j [12]. In the learning
procedure, the weights in hidden layer are updated.

3.1. Channel Estimation Using Radial Basis Function Network

To train network we used correct channel impulse responses that got using pilot
tones. Since the OFDM symbols consist of complex signals whether neural network
uses real signals, in order to adopt the neural network to OFDM, each complex
signals are seperated into real and imaginary parts. Then the seperated signals which
is carried by each subcarriers are inputted to network as seen in Figure (2).

Figure (2): Radial basis function structure for channel estimation.

Gauss function was used for activition in our simulations.  The thi output layers of
our networks are:

∑
=

−φµ=
n

1j
jrealrealj,iireal ))k(S)k(S()k(H                                                                          (9)

∑
=

−φµ=
n

1j
jimagimagj,iiimag ))k(S)k(S()k(H                                                                    (10)



Proceedings of the 6th ICEENG Conference, 27-29 May, 2008 EE046 - 6

4.Simulation Results:

The performance of  channel estimator that uses radial basis function network is
compared with LS and MMSE channel estimators with bit error rate (BER) and mean
square error (MSE) versus signal to noise ratios (SNR) criterias in our simulations. In
Table (1), the simulation parameters that we used in our simulations are shown.

Table(1): OFDM system parameters

Parameters Values
Carrier frequency ( cf ) 5 GHz
Bandwidht 20 MHz
FFT size 64
Number of subcarriers 54
Cyclic prefix size 16
Modulation type QPSK

QPSK modulation type is used over 6 ray multipath fading with [0, 200, 300, 500,
1000, 1500] ns relative delays and [-3, 0, -2, -7, -10, -12] dB power paths channel to
transmit data.

Figure(3):BER values of the channel estimators versus SNR.

Signal to noise ratio at 0-25 dB interval versus bit error rate for channel estimator are
shown in Figure (3). According to this figure, not only at the low SNR but also at the
high SNR values, peformance of  RBF neural estimator is better than LS algorithm.
Especially at 20 dB SNR value the differences of bit error rate between LS and RBF
neural is more than 110− . And bit error rates of  RBF neural is very close to MMSE’s.
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At increased SNR values RBF neural and MMSE have almost the same bit error rate.

Figure(4):MSE values of the channel estimator versus SNR.

In Figure (4), mean square errors of channel estimators are shown for another
performance evaluation. Also Cramer Rao bound is given in order to evaluate the
performance of estimators. The formulation in [13] is used to compute the Cramer
Rao bound versus SNR. As it is shown in Figure (4), at each SNR values, estimation
errors of LS algorithm is more than other estimators. MSE of MMSE algorithm is
close to Cramer Rao bound at 15 dB SNR value considerably. And MSE of neural
network is very close to Cramer Rao bound as well as MMSE algorithm.

5.Conclusion:

In this paper, radial basis function network was used to solve the channel estimation
problem for OFDM systems. To demonstrate the performance of RBF network
channel estimator, it was compared with classical estimation algorithms such as LS
and MMSE. According to the simulation results, the performance of trained radial
basis function network is better than LS’s and quite close to MMSE’s. Although
MMSE is the algorithm that has the best performance and very close to Cramer Rao
bound among the  channel estimation algorithms that we simulated, it is more
complex than others, because it estimates channel impulse responses based on
channel statics and noise information. Furthermore MMSE algorithm needs the
matrix inverse and correlation computation. But RBF neural estimator does not
require channel statics and noise information to get channel impulse responses and  it
has low complexity than MMSE. Unnecessity of pilot tone transmission is another
advantage of the RBF neural network channel estimator for OFDM.
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Nomenclatures:

N… Number of subcarriers
GN ... Number of the samples in cyclic prefix interval
)n(h ... Channel impulse response in time domain
)n(w ... White gaussian noise
lα … Time variant complex path gain of thl  path
lτ ... Delay of the thl  path
iy ...  Activity of the output node i of RBFN,

σ ... Width of gaussian function
K... Dimension of the neural input space
x... Actual input vector to the neural network
ijµ ... Weights from the RBF nodes in the hidden layer to linear output node




