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Abstract:

This paper presents an application of computer vision methods to traffic flow
monitoring and road traffic analysis. The application utilizes image-processing and
pattern recognition methods designed and modified to the needs and constrains of
road traffic analysis. These methods combined together gives functional capabilities
of the system to monitor the road, to initiate automated vehicle tracking, to measure
the speed including the main steps for tracking speeds for moving objects. And design
a new proposed algorithm for estimating traffic speed using a sequence of images
from an un-calibrated camera using MATLAB SIMULINK.
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1. Introduction:

All The development of computer vision systems has been an active research area in
civilian and military applications for many years. One of the most important applications
in computer vision systems is image processing and pattern recognition systems where
the ability of motion estimation detection and tracking are essential to many automation
tasks such as:(1) Image Processing in Road Traffic Analysis [1]. (2) Moving object
detection and tracking is of great interest to many defenses Industry [2]. (3) Obstacle
detection by moving object is necessary for collision avoidance, and Path planning for
autonomous navigation [3].The main task of traffic monitoring applications is to identify
and track the speed of moving vehicles. Many developed algorithms are applied in and
approved with video monitoring system [4]. As the density of road traffic increases it
becomes ever more important to detect quickly accidents or other abnormal events, both
to save lives and to reduce the disruptive effects on traffic flow. Certain events can
already be detected automatically using the image sequences obtained by fixed
surveillance cameras, which already line many motorways and main roads. The
interesting subject here is: Tracking and speed estimation of moving objects by image
tracking systems.

2. Problem Description

Tracking of vehicles in images represents an important step towards achieving automated
roadway monitoring capabilities. It can also be used for monitoring activities in parking
lots. The challenge lies in being able to reliably and quickly detect multiple small objects
of interest against a cluttered background. The problem of road monitoring is presented
as a sequence of independent processing steps intended to solve tasks logically
connected to each other. [2], [5], [6].These steps are (1)Video stream input to computer
(personal computer or specialized one).(2)Its conversion to a sequence of single frames,
lanes masking, background removal, noise and blobs filtering,(3) object contours
extraction, linking and labeling, contour parameters estimation.(4)Moving vehicle
tracking. (5)Velocity calculation.

Such a sequence of steps is determined by the order of logical stages. Initial data have
to be given in the form of video sequence, and then processed to locate observed vehicle
in each frame. The imaging procedures like segmentation, filtering, and edge detection
ones are arranged and utilized, that allocate vehicle contour within frame observation
zone.  The next stage is to find and mark a conditional center of vehicle presented by its
contour area, in order to calculate speed of an object, and to track it within frames. The
third stage is to label contours, which help us to mark and calculate a number of moving
objects in the observation zone, and thus estimate speeds.
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3. Image Processing

The tracking and speed estimation of moving vehicles, as would be used on a major
highway to report traffic flow Information. This can be done in short by subtraction of
the background from an input frames and creates a mask based on some error threshold.
Then analyze this mask to track moving vehicles along the road. By reducing the two-
dimensional motion problem to the one-dimensional problem of tracking a vehicle speed
can be estimated by the distance change over the time. [7], In order to make this there is
a need to define a region of interest in input frames which known vehicle detection. The
methods for tracking moving objects are:
 Blob Tracking.

In this approach, a background model is generated for the scene. For each input image
frame, the absolute difference between the input image and the background image is
processed to extract foreground blobs corresponding to the vehicles on the road[8]
 Active Contour Tracking.

A closely related approach to blob tracking is based on tracking active contours (also
known as snakes) representing the boundary of an object. Vehicle tracking using active
contour models has been reported by [9].
 3D-Model Based Tracking.

Tracking vehicles using three-dimensional models has been studied by several research
groups ([9], [10], and [11].Some of these approaches assume an aerial view of the scene
which virtually eliminates all occlusions.
 Markov Random Field Tracking.

An algorithm for segmenting and tracking vehicles in low angle frontal sequences has
been proposed by [12].In their work, the image is divided into pixel blocks, and a
spatiotemporal Markov random field (ST-MRF) is used to update an object map using
the current and previous image.
 Feature Tracking.

In this approach, instead of tracking a whole object, feature points on an object are
tracked. The method is useful in situations of partial occlusions, where only a portion of
an object is visible.[13].and [14].
 VISATRAM

This system for automatic traffic monitoring, where automatic traffic monitoring using
2D images. A TV camera is mounted above a highway to monitor the traffic through two
slice windows, and a panoramic view image is formed for each lane. The system can
count vehicles and estimate their speeds.  [15].



Proceedings of the 7th ICEENG Conference, 25-27 May, 2010 EE326 - 4

4. Mathematical model of the camera
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Figure 1. Types of Coordinate Systems Figure 2. Image Formation Process

There are three different types of coordinate systems, Reference coordinate system, body
coordinate system and camera coordinate system. As shown in figure (1). The reference
coordinate system (X, Y, Z) is aligned with the earth and it is fixed. (2)The body
coordinate system (Xb ,Yb ,Zb) is fixed to the centre of gravity (c.g.) of the body
(platform) such as aircraft, land vehicle, robot arm. Regarding (3) the camera coordinate
system (XC, YC, ZC).

 The camera coordinates x, y can be written as:
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The Inverse Transformation mapping used to obtain the real world coordinates point
from the 2D image plane point by neglecting Z coordinate As shown in figure (2).  this
can be done by the following steps. So the resulting coordinates X ,Y can be written as
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5. SIMULATION RESULTS OF TRACKING  AND SPEED ESTIMATION

&
Figure 5 (a) original movie (b) background estimator (c) segmented thresholded (d) counting and speed estimation

.

  &

Figure 6 (a) Real traffic movie (un estimated & estimated) (b) Real traffic movie (taken in different roads

Table (1)
Bench mark video

Real km/h Estimated km/h
Error calculated

(e)

20
30
35
40
45
50
55
60
65
70
75
80
90
100

20
30
35
40
46
49
54
58
64
69
74
78
88
98

0%
0%
0%
0%

2.2%
2%

1.8%
3.3%
1.5%
1.4%
1.3%
2.5%
2.2%
2%

To test the validity of the proposed algorithm, it is applied to a benchmark video captured from a
highway. The bench mark video has the true speed marked on the moving cars for reference as indicated
in figure (6.a), (6.b).The result of applying the proposed algorithm to the bench mark video is
summarized in table (1).From the table, it is clear that the error in the estimated speed is less than 4%
for a speed varying from 30-100 Km/hr
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6. Conclusions:
There are two main techniques for tracking moving objects from a sequence of images. (1) Feature
correspondence technique based on extracting a set of two-dimensional features in the images
corresponding to three-dimensional object features in the scene, such as corners, boundaries of surfaces.
(2) Optical flow technique based on distribution of apparent velocities of movement of brightness
patterns in an image This paper introduces a proposed tracking system by MATLAB SIMULINK, using
a sequence of images to (1)Track vehicles along the road , (2) Count number of passing vehicles and
(3) Estimate Average traffic speed for each vehicle. The main outcomes of this paper is Developing the
more efficient algorithm by designing a simulation model for tacking vehicles and speed estimation
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Nomenclatures:
Ф

Θ

Ψ

Bank or Roll angle about axis OX

Inclination or Pitch angle about axis OY

Azimuth or Yaw angle about axis OZ


