
Proceedings of the 9th  ASAT Conference, 8-10 May 2001 Paper RA-04 1165 

Military Technical College, 
Kobry El-Kobbah, 

Cairo, Egypt 
4P'S 
A El A T -= 

P 110 

9tri  International Conference 
On Aerospace Sciences & 

Aviation Technology 

AN ADAPTIVE MULTI-TARGET TRACKING ESTIMATOR 

Ragab* K. M., El-Mahy* M. K., Emara* A., and Aly** G. M. 

ABSTRACT 

Target tracking problem is normally composed of three main major functions: automatic 
track initiation, correlation, and track update. target tracking algorithms are usually based 
on applying optimal filtering theory. There have been numerous derivations of the optimal 
relations between the tracking parameters. In this paper, track update based on an 
adaptive Kalman algorithm with simplest case the adaptive aog filter is formulated as 
shown in Fig.1. The necessary relations for pre-update extrapolation gain selection, 
update position, velocity filtering or smoothing, covariance matrix, and post-update are 
discussed. Implementation and results of multi-target tracking (MU) using simulated 
electronic system input are presented. Results show a significant improvement in position 
and velocity of target tracking performance. 
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1. INTRODUCTION 

The number of the MU applications [1, 2, 3, 4, 5, 6] is increasing rapidly with expansion 
in computer capabilities. Some of these applications include the development of 
sophisticated delivery system such as air traffic control (ATC). 	Many different 
approaches for MTT have been developed recently in response to the ever-increasing 
importance of the subject. So, non—standard approaches are accepted for all 
applications. Target tracking generates and maintains track data, which includes position 
and velocity. The major input to active tracking is electronic system data received from 
the radar input. This data includes positional information transformed to the systems co-
ordinate axes and is referred to as plots. The active tracking is actually composed of 
three main major functions: automatic initiation, correlation and track update. Tracker is 
based on an adaptive Kalman algorithm with adaptive aog filter [7] with addition of 
maneuver detection and smoothing. 
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Fig.1. Filtering and prediction flow diagram. 
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2. TRACKING ALGORITHM 

Tracking algorithm must be capable to following a maneuver target [9]. The Kalman filter 
models are optimally matched to target and measurement characteristics; therefore, any 
deviation from this state of affairs is an indication that these models are not correct [10]. If 
system model is not correct, track loss occurs easily. A range of adaptive algorithms has 
been developed to maintain tracking accuracy for a wide class of non-maneuver and 
maneuver target. Data filtering means smoothing a sequence of measurements and 
predicting future target kinematics behavior. The particular filter to be discussed here is 
the Kalman filter. It is the general solution to the recursive minimum mean-square error 
(MMSE) data-filtering problem within the class of linear estimators. In addition to 
minimizing the mean -square error the Kalman filter has a number of additional 
advantages if it is applied in the MTT. These advantages are included in the following 
properties [3,7]: - 

a. The gain sequence is chosen automatically, based on assumed target maneuver 
and measurement noise models. This means that same filter can be used for 
varying target and measurement environment by changing a few key parameters. 

b. The Kalman gain sequence automatically adapts to the change in successive 
detection histories. This includes a varying sampling interval as well as missed 
detection. 

c. The Kalman filter provides a convenient measure of the estimation accuracy 
though the covariance matrix. This measure required performing accurately the 
gating and the correlation functions. 

d. Through the use of Kalman filter, it is possible to, at least partially, compensate for 
the effects of miscorrelation in the dense MTT environments. 



Proceedings of the 9rh  ASAT Conference, 8-10 May 2001 Paper RA-04 1167 

2.1 Initiation 

Automatic initiation logic can be considered as Markov chain and the relevant 
performance data can be derived from its analysis in automatic initiation. There are two 
types of non-systems tracks: potential tracks and tentative tracks. For each received plot, 
we check the correlation with existing system tracks, tentative tracks, and existing 
potential tracks. If it is not correlated with all of them, then this plot will be a new potential 
track. When the correlation between this plot and potential tracks results in the formation 
tentative tracks [8], there are two consecutive hits and two out of four scan [10]. 

2.2 Correlation 

Correlation is a process that attempts to associate each plot with existing track. An 
attempt is made to account for the presence of each received plot by correlating it with an 
existing system track. The correlation attempt starts by eliminating tracks that are very far 
from the plot to be considered. As results of the initial filtering called candidate track 
selection by testing correlation gate: initial check distance (ICD), non- maneuver and 
maneuver gates, and ambiguity resolution. 

3. TRACK UPDATE 

It is the third main major function of the tracking problem. It has the following steps: 
- Pre-update extrapolation. 
- Gain selection for Non-maneuver, Maneuver target. 
- Update position, velocity filtering or smoothing and covariance matrix. 
- Post-update extrapolation. 
- Predict ion of the track position. 

4. PRE-UPDATE EXTRAPOLATION 

The kinematics models based on the Newton's law of motion can be used to describe the 
target motion where the target position evolves according to a polynomial in time in the 
absence of noise. Extrapolated target position depends on the track position, velocity, 
and correlation reference and plot time of detection [4,7,8]-: - 

X. = XE + (Vx A t) 	 (1) 
Yu = YE + (Vy A t) 	 (2) 

where X., Y. are the position of the track extrapolated., XE,YE are the track position at 
correlation reference time, Vx ,Vy are the track velocity, At = T-TRer,, T is the plot detection time and TRef is the correlation reference time. 
The plot measurement time is used to update the error covariance matrix P: 

P'= P+ 2.6T•C V •bT •t5T 
C=C+6T•V 
V'= V 

P is the position error variance and C is the position-velocity covariance, V is velocity 
error variance, P' is extrapolating position error variance, C' is extrapolating velocity — 

(3)  
(4)  
(5)  
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position error covariance v' is extrapolating velocity error variance 8 T = T- TLS, and TLS 
is the time of last smoothing for track. 

5. GAIN SELECTION 
The gains are computed based on the type of data whether are maneuver or non-non-
maneuver. The gain or the filter coefficients are determined for each track that 
participates in the active smoothing process. The gain consists of an a term used in 
smoothing track's position and fl/T term for smoothing the velocity. 

5.1 Non maneuver gain selection 

The non-maneuver-smoothing coefficient are calculated as [4,8]: 

P' 
a — 

(P' +M) 

R _  C'  
T (P' +M) 

a is Track positional smoothing parameter, 

is Track velocity smoothing parameter 

M is the mean plot measuremen t error variance. 

5.2 Maneuver gain selection 

A- The filtering parameters a, flare selected from table.1 below using R Index [8]. The 
noise to maneuver ratio R is defined as 

M I/2 
R 	 (8) 

T27'  
Max 

where 

R is Noise - to - maneuver ratio, T 	= Max( ST, T ) 
Max 	3 

ST = T - T 
LS 

T2  is Target maneuver level (0.0026) this parameter have been identified by R. WENSKI [4], 

T3  is Lower bound on time since smoothing 

B- Convert /3 from table to 173-7  by dividing by TM.. 

(6)  

(7)  
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6. UPDATE TRACK POSITION AND VELOCITY SMOOTHING AND COVARIANCE 
MATRIX 

Smoothing or filtering data X,,,Y is preformed depending on the obtained a,/3 as 
follows [7,8]. 

Where 

X:, = X, + aAX 
y.; 	+ a A Y 

= v, + (-13  )AX 

v' =v
Y T 

+(—)AY 

are smoothed position of the track at measurement time 
v%, v; are Smoothed track velocity. 
X„,Y,, are Position of the track extrapolated to measurement time. 

vy  are Track velocity before smoothing. 
AX, AY are plot _track X, Y deviations.  

Revise the track's error covariance matrix 

P = P '- 2aP'+ ( a 2 (P '+M

1

) 

C-(1-I--P'+a1 )(P' +M) 

( 	

) 

v=v'-21 

 

(P ' + M ) (15) 
Where P is the track revised position error variance, C is the track revised position 
velocity variance, v is the track revised velocity error variance P',C',v' are the track error 

terms extrapolated to time of update and (a,— ) are smoothing coefficients. 

7. POST-UPDATE TRACK EXTRAPOLATION 

In maneuver tracking, Each track that has been smoothed with maneuver gate during the 
current correlation interval shall have its velocity component revised before post-update 
extrapolation, The position of the track shall be returned to the previous correlation 
reference time from the plot time of detection 

XE X,: - (vx A t). 	 (16) 
YE  = )1: - (6, A t). 

where XE,YE are the smoothed track position extrapolated to the previous correlation 
reference time, X'., Y., are the smoothed position of the track at measurement, vx,vy  are the newly smoothed track velocity (v;,vy' ). 

(13)  
(14)  

(17) 
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8. PREDICT TRACK POSITION 

The relation obtains the final prediction of the target position 
Xp  = X + (Nix A Tp). 	 (18) 
Yp  = Y+ (v' y  A Tp) 	 (19) 

where Xp, Yr  are the track position predicted current correlation reference time, X, Y are 
the track position at the last estimates, A Tp  is the difference between current and 
previous correlation reference time. 

9. SIMULATION AND RESULTS 

Programming language c++ and Matlab Package are used for implementation and 
simulation. A "c++" program is designed for implementing a complete mult-target tracking 
(MU) function. In this section, a complete structure of the MTT program is explained and 
it is shown how the main elements are connected together to give the final form of update 
track. First, electronic system signal processor sends data to the computer through a 
serial port. Data is received and stored into an input buffer file called "tp.in". The data are 
processed in first input and first output (FIFO) way. 

The initial data are P = 0.35nmi, C = 0.29167nmi, V = 0.002430, V, = 0.055, f;,= 0.055 
scan time = 10 sec, m = 0.35nmi. Then, read the first plot from input file and make 
correlation between the initial track and first plot. If this plot is correlated with a track, 
perform track updating. The data generation steps are given by: 

Extrapolate the tracks position and updating error covariance matrix as shown in 
Table 4 and Equations 1, 2, 3, 4, and 5. 
Calculate the filter coefficient a, /3 for non-maneuver target as shown in Table 5. 
for using Equations 6 and 7. 

Filtering coefficients cr,fl for maneuver target depending on calculating the 
maneuver index (R) given in table 3,table5 for using Equation 8. 
Select a, /I from table 1 using R as shown in table.2and fig.3. 
Update track position and velocity, using Equations 9,10.11, and 12. 
Update track covariance matrix, as show in fig.5, table 6, using Equations 13,14, 
and 15. 

Calculate the predicted track positions, using Equations 18 and 19, the results are 
shown in Fig. 1,2,4. 

10. COMPARISONS 

The simulation shows that the performance of our proposed algorithm is better than the 
performance of Kalman filter algorithm [3,4,7,8]. The algorithm improved the target-target 
-tracking problem using an adaptive technique. The algorithm can be used for real time 
application without significant increasing in the complexity and formulas. 
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11. CONCLUSION 

The adaptive target track algorithm has been formulated using an adaptive Kalman 
algorithm with its simplest case an adaptive a,/3 filter. The algorithm achieve has 
efficient measurement error position and velocity. It also has reduced the processing time 
for real time application. The formulation of the tracking problem presented not only leads 
to results consistent parameters but also leads to know the tracking filter coefficient for 
maneuver or non-maneuvertarget. Therefore, the algorithm can be used to improve the 
track performance. 
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Table 1. Selection of a, /3 coefficients using R index. 

Noise-to-Maneuver- Ratio a P 

0<R50.55 1 1 

0.55 <R51.27 0.9 0.6 

1.27<R s 2.39 0.8 0.4 

2.39 < R 5. 3.94 0.714 0.285 

3.94 <R< 5.98 0.642 0.214  

5.98 < R 0.583 0.166 

Table2. Evaluation a,/3 depends of noise to maneuver ratio R 

fi a R 
0.1666 1 0.39275 
0.1000 0.71428 1.02 

Table3. Evaluation noise to maneuver ratio R depends on mean plot error variance 

R M 

0.39275 0.35 

1.02 0.1509 

2.439033 0.85 

Table 4. Evaluation of the error position and velocity covariance matrices. 

Maneule ,arameter(kalman) I Non-maneuver arameter kalman 
V C' P. V .  C' P' 

Interval 
0.001431  0.05833 1.400009 0.002431 0.05833 1.40009 1  0.002431  0.03281 0.7656 0.000486 0.01750 0.62999 2  
0.002431 0.031218 0.7273 0.000174 0.00833 0.39990 3 
0.002431  0.031118 0.7249 0.000081 0.00861 0.29166 4 0.002431 0.031112 0.72480 0.000044 0.00318 0.22908 5  
0.002431 0.031111 0.72479 0.000027 0.00224 0.18845 6 
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Table 5. Evaluation of the position and velocity filtering parameters. 

Maneuver gains Non-maneuver gains 

R fl a Ii a 

0.3912 0.0500 0.9375 0.03333 0.80001 Interval 1 
0.01785 0.6428 Interval 2 
0.01111 0.5333 Interval 3 
0.00757 0.4545 Interval 4 
0.00545 0.3956 Interval 5 
0.004167 0.3499 Interval 6 

Table6. Evaluation of the revised error position and velocity covariance matrix uses an 
adaptive algorithm. 

Maneuver Covariance matrix Non-maneuver Covariance materix 
V C P V C I Interval 

0.002431 0.00364 0.32812 0.000486 0.01166 0.28000 1 
0.002431 0.002051 0.32812 0.000174 0.006250 0.2250 2 
0.002431 0.001951 0.32812 0.000081 0.00388 0.1866 3 
0.002431 0.001945 0.32812 0.000044 0.00265 0.1590 4 
0.002431 0.001944 0.32812 0.000027 0.00192 0.1384 5 
0.002431 0.001944 0.32812 0.000017 0.00145 0.1224 6 
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Fig.1.Maneuver X-Y tracker performance using non-adaptive algorithm 
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Fig.2. Maneuver X-Y tracker performance using an adaptive algorithm 
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