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Abstract: The data on the web is generally stored in structured, semi-structured and un- 

structured formats; from the survey the most of the information of an organization is stored in 

unstructured textual form .so, the task of categorizing this huge number of unstructured web 

text documents has become one of the most important tasks when dealing with web. 

Categorization, Classification, of web text documents aims in assigning one or more class 

labels, Categories, to the un-labeled ones; the assignment process depends mainly on the 

contents of the document itself with the help of using one or more of machine learning 

techniques. Different learning algorithms have been applied on the content of text documents 

for the classification process. In this paper experiments uses a subset of Reuters-21578 dataset 

to highlight the leakage and limitations of traditional techniques for feature generation and 

dimensionality reduction, showing the results of classification accuracy, and F-measure when 

applying different classification algorithms. 
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1. Introduction 

Due to the increasing availability of web text documents, approximately 80% of the information 

of an organization is stored in unstructured textual form, and the rapid growth of the World 

Wide Web makes the task of automatic classification of text documents to become an 

interesting area for research as it is considered to be the key method for handling, managing, 

and organizing text data [1]. 

 

For classification process, documents are to be represented by a set of words to fully show its 

meaning. generally, they are processed and transformed from the full text version to a document 

vector, the Vector Space Model (VSM), in which each document is represented as a vector, Bag 

of Words (BoW)[2][3][4], which makes the handling them much easier and to reduce their 

complexity. 

 

This transformation maps each document into a compact form of its content. The main problem 

with text documents classification is not only the extremely high dimensionality of text data, so 

the number of potential features often exceeds the number of training documents, but also the 

ignorance of the semantic information in them[5]. 
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This paper is organized as follows. A related work is discussed in Section 2. The main phases 

of the text documents classification model are introduced, in Section 3, Experimental results 

and performance evaluations are presented in Section 4. Finally, conclusions are given in 

Section 5.  

 

 

2. Related Works 
In this section, we briefly discuss and review some background research including the text 

document classification task applied to document datasets, some previous attempts for reducing 

the dimensionality of the used feature in the document classification process. 

 

In [1][6][4][7][8], a full review of the current trends for text documents classification, and 

classification algorithms are introduced. Also [9] , comparative study of classification algorithm 

for text based categorization been introduced showing the advantages and dis advantages of 

each one of Naive Bayes, K - Nearest Neighbor, and the Decision Tree classifiers. And in[10]a 

technique of Building a K-Nearest Neighbor Classifier for Text Categorizationis introduced, 

while in [11] an improved KNN Classifier is introduced. Also in [12][13][14][15][16], 

dimensionality reduction techniques for enhancing automatic text categorization, and a survey 

of different approaches for extraction and reduction process is proposed. And [17]introduces 

the PCA as an efficient technique for reducing the dimensionality of Big data.  

 

This paper proposes an approach of using PCA for reducing the dimensionality of the feature 

vector used for text documents classification process using traditional weighting techniques , 

term frequency inverse document frequency (TFIDF)[18][19],to give weights for the feature 

vector elements. The performance of the classification result has evaluated with the use of the 

F-Measure, and the Classification accuracy when using different classifiers available in the 

WEKA [20] datamining tool. 

 

 

3. Web Text Documents Classification Model 
The overall classification model passes through two stages; the Learning Stage, as explained in 

(3.1.), and the Classification Stage, as explained in (3.2.).  The functional block diagram of the 

text documents classification model is depicted in Fig. 1. 

 

3.1. The learning Stage 
The first issue that needs to be addressed in text document classification is how to represent 

texts retaining as much information as needed without any losses. The Most commonly used 

for representing text documents for mining tasks is the Vector Space Model (VSM) ,in which 

each document is represented as a vector ,Bag of Words (BoW)[2][7] 

 

In our approach, we use a method in which we apply aims to build the feature vector for mining 

tasks on both the training and the testing text documents; this is the Pre-Processing phase. The 

Pre-Processing phase aims in preprocess the input documents; extracting the BoW that 

represents these documents by performing set of steps such as Natural Language Processing 

(NLP) Parser, to detect words from the document phrases, removing the stopping words, and 

clean the data from noisy words that contain symbols and non-English characters, finally 

perform the stemming process to replace each extracted word by its morphological root as 

mentioned in the related works. 
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After that, the extracted set of features is weighted to indicate the importance of each feature 

by using the TFIDF as a weighting technique [3]. This weight is a statistical measure used to 

evaluate how important a word is to a document in a collection or corpus. The importance 

increases proportionally to the number of times a word appears in the document but is offset by 

the frequency of the word in the corpus. 

 

TFIDF(𝑡) = TF(T) × IDF(𝑡)                            (1) 

 

where TF measures how frequently a term occurs in a document and the IDF measures how 

important a term is, as follows [3]: 

 

          𝑇𝐹(𝑡) =
Number of times term t appears in a document

Total number of terms in the document
                      (2) 

 

IDF(𝑡) =
log(Total number of documents)

Number of documents with term t in it
    (3) 

 

This means that larger weights are assigned to terms that appear relatively rarely throughout 

the corpus, but very frequently in individual documents.  

 

 

3.2. The Classification Stage 
For the text document classification purpose, the open source Weka data mining software suite 

was utilized. Weka is based on Java programming language and it has a collection of machine 

learning algorithms for data mining tasks. The users have the capability to incorporate the Weka 

code base into their own Java code and call the Weka libraries for the classification purposes. 

Weka is very well known for its rich set of libraries that can be utilized for machine learning 

purposes. 

 
Fig. 1.Block diagram of the text documents classification model 
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The classification is final stage to get the decision. In this research, five different classification 

schemes were carried out in an attempt to find the most suitable classifier.  These classifiers, 

included in WEKA data mining tool, are: Naive-Bayes, J48, JRip, SVM, and KNN using 

different distance measures such as Euclidean distance, Manhattan distance, and Minkowski 

distance.  

 

 

4. Experimental Results and Discussion 
In this section, we discuss our experimental setup and the results for evaluating the performance 

of our text documents classification approach using. The experiments are divided into two parts. 

The first part works on reuters-21578 dataset [21] and evaluates the classification system by 

applying the classifiers as mentioned in 3.2., applying TFIDS as one of the traditional feature 

weighting techniques without any reduction of the extracted feature vector, while in the second 

part we use PCA as a feature reduction technique in the document presentation step.  

 

4.1. Dataset Used  
The Reuters-21578 dataset has been used in many text categorization experiments; the data was 

collected by the Carnegie group from the Reuters newswires in 1987. It consists of 21578 

collections of new stories classified into topics. However, not all documents have a topic, there 

exist some of the documents that have more than one topic, and not all documents have a text 

in the news body. 

 

So, we used only documents that have only one topic and have text in its body, ignoring those 

which have no text in the body and associated with more than one topic. The dataset has classes 

of different sizes; some classes have large size such as earn class that has 3734 documents 

belonging to it, while other classes have size less than 5 documents such as rice. So, in our 

experiments, we used a reduced, unbiased subset from this corpus as our dataset for training 

and testing each group contains between 30 and 100 documents as indicated in Table 1. 

 

 

 

Table 1: Number for training and testing documents used 

Category #Training #Test #Total 

gold 70 20 90 

money-supply 70 17 87 

gnp 49 14 63 

cpi 45 15 60 

cocoa 41 12 53 

alum 29 16 45 

grain 38 7 45 

copper 31 13 44 

jobs 32 10 42 

reserves 30 8 38 

rubber 29 9 38 

iron-steel 26 11 37 

ipi 27 9 36 

nat-gas 22 11 33 

veg-oil 19 11 30 

#Total 558 183 741 
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4.2. Evaluation Criteria 
All documents for training and testing Passes through the stages in section 3, Experimental 

results reported in this section are based on F1 measures and Classification accuracy. 

 

The F1 measure is the harmonic mean of precision and recall as follows [22]: 

              𝐹1(recall. precision) =
2×recall×precision

recall+precision
                                            (5) 

In the above formula, precision and recall [22]are two standard measures widely used in text 

categorization literature to evaluate the algorithm’s effectiveness on a given category where 

precision =
true positive

true positive+false positive
                                                  (6) 

 

recall =
true positive

true positive+false negative
                                                         (7) 

 

Accuracy =
# of Correctly classifieddocuments

total number of documents
                                                (8)    

 

4.3. Experimental Results 
To select the most suitable classifier from the implemented classifiers : Naive-Bayes, J48, JRip, 

SVM, and KNN using different distance measures such as Euclidean distance, Manhattan 

distance, and Murkowski distance; an experiment was implemented on the reuters-21578 

dataset before and after applying PCA feature reduction technique. Table2, shows a comparison 

between the Feature Vector size before and after applying the PCA for dimensionality 

reduction. The PCA reduces numbers of features used across the dataset from 4006 to 512 

features.  It means that the dataset compressed with a Compression Ratio = 4006 / 512 = 7.824 

 

To study the effect of the reduced dataset feature vector by deriving a new feature vector from 

the available feature vector of reuters-21578 dataset, the accuracy and f-measure of the five 

classifiers are evaluated.  

 

Table 2. Reduction ratio when applying PCA for Dimensionality reduction 

Versus the Original vector size 

Feature vector Vector size Reduction % 

Original 4006 0.0 % 

Reduce based on PCA 512 87.22% 

 

Figure 2(a,b) shows the comparison of accuracy and F-measure respectively for the five 

classifiers using the data set before and after applying PCA feature reduction technique. The 

test validation method based on dividing dataset into 70% as training set and 30% as testing. It 

could be noticed that, the accuracy of SVM classifier before applying the PCA for feature 

reduction (86.036%) is much better than the other classifiers. Also, it could be seen that, the 

accuracy of J48 classifier after applying the PCA for feature reduction (49.5495%) is much 

better than the other classifiers. 
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Fig.2. Evaluation measures using five different classifiers  

(Naive-Bayes, JRip, J48, SVM, and KNN). 

a) Classification Accuracy        b) F-Measure  

 

PCA is a mathematical procedure that uses an orthogonal transformation to convert a set of 

observations of possibly correlated variables into a set of values of linearly uncorrelated 

variables called principal components [17]. 

 

In summary, Applying the PCA technique for feature reduction will reduce the feature vector 

size and decrease the classification accuracy and F-measure as shown in Fig 2(a,b). The 

classification accuracy and F-measure of the implemented five classifiers before applying PCA 

outperforms the results after applying PCA because the features of the data set documents are 

highly correlated. So, the number of principal components is less than the number of original 

features that represent the document. 
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5. Conclusion 
In this paper, we performed an experimental evaluation on Reuters-21578 dataset comparing 

result from using the original feature vector ,without any reduction, against the reduced one 

,using the PCA as one of the corresponding classical dimensionality reduction methods, as an 

input for different classifiers. The experiments shows that traditional techniques used for 

reducing the dimensionality of the used feature vector for web text documents classification 

such as PCA gives high reduction ratios but it affects badly the classification results. 

 

In future work, we recommend extending this work by utilizing ontologies such as the WordNet 

Ontology to perform the reduction of the feature vector instead of using the traditional reduction 

technique to enhance the results of the different classifiers and overcome the shortcomings of 

the traditional techniques. 
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