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Abstract: The term "Medical Text summarization" refers to the process of extracting or collecting 

more useful information from medical articles in a concise manner. Every day, the count of medical 

publications increases continuously, and applying text summarization techniques can minimize the 

time needed to manually transform medical papers into a summarized version. This study's goal is to 

present a summary of recent works in medical text summarization from 2018 to 2022. It includes 15 

papers covering different methodologies such as Clinical Context-Aware (CCA), Prognosis Quality 

Recognition (PQR), Bidirectional Encoder Representations From Transformers (BERT), Generative 

Adversarial Networks (GAN), Recurrent Neural Network (RNN), and Sequence-To-Sequence (seq-2-

seq) model. Also, the paper describes the newest datasets (PubMed, arXiv, SUMPUBMED, Evidence-

Based Medicine Summarization, COVID-19 Open Research, BioMed Central, Clinical Context-

Aware, Biomedical Relation Extraction Dataset, Semantic Scholar Open Research Corpus, and 

Prognosis Quality Recognition) and evaluation metrics (Recall-Oriented Understudy for Gisting 

Evaluation (ROUGE), F1 Metric, Bilingual Evaluation Understudy (BLEU), BERTScore (BS), and 

Accuracy) used in medical text summarization.   
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1. Introduction 

Nowadays, many fields have made extensive use of machine learning. It is a branch of computer science 

based on computational learning theory in artificial intelligence. "It is a field of study that gives computers 

the capability to learn without being explicitly programmed" [1]. It's used in several natural language 

processing applications, including machine translation and text summarization [2]. Text summarization 

is defined as "The process of extracting or collecting important information from the original text and 

https://ijicis.journals.ekb.eg/ 
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presenting that information in the form of a summary". Text summarization consists of two methods; 

extractive and abstractive summarization. Extractive summarization is a method for choosing sentences 

from the document depending on sentence and word features, then combining them to produce a 

summary. Abstractive summarization is a method for understanding the core ideas of a specific document 

and then presenting those ideas clearly and naturally. So several applications, such as medical reports, 

search engines, and industry reviews, now require text summarization. Summarization allows for 

obtaining the information needed in less time [3]. Text summarization is now a crucial tool for reducing 

and deciphering information from texts. Every day the publications in the field of medicine are increasing 

and using text summarization approaches help to reduce the time needed to manually convert medical 

papers to a summarized version. The recent datasets utilized in the text summarization include PubMed 

which contains 133000 documents, arXiv includes 215000 documents, SUMPUBMED consists of 26 

million biomedical research papers, Evidence-Based Medicine Summarization has 2707 single-

document, COVID-19 Open Research includes over 350000 full-text documents, BioMed Central 

includes more than 250 scientific journals, Clinical Context-Aware contains 173000 documents, 

Biomedical Relation Extraction Dataset has 600 documents, Semantic Scholar Open Research Corpus 

contains 81.1 million papers, and Prognosis Quality Recognition consists of 2686 documents. 

The structure of this paper presents as follows: the second section discusses the different datasets, 

evaluation methods, metrics, and summarization models used in medical text summarization.  The third 

section provides a discussion of the newest summarization models that are utilized in medical text 

summarization. The fourth section shows the conclusion and future work. 

 

2. Medical Text Summarization 

 

2.1. Different Datasets 

 

The datasets utilized in the medical text summarizer are briefly abbreviated in the following section. 

2.1.1 PubMed dataset 

The PubMed dataset consists of Extensible Markup Language (XML) files that belong to the 

PubMed Central (PMC) repository's open-access collection. The dataset contains 133000 

documents with abstracts. The average length of the abstract text is 214 words, and the average 

length of the full text is 3224 words [4]. 

2.1.2 arXiv dataset 

The arXiv dataset consists of LATEX files that belong to the arXiv repository of electronic 

preprints. There are 215000 abstracted documents in the dataset. The average length of the full text 

is 6913 words, and the average length of the abstract is 292 words [4]. 

2.1.3 SUMPUBMED dataset 

The SUMPUBMED dataset contains 26 million biomedical research papers extracted from 

PubMed. The papers come from various sources, including online books, MEDLINE, and life 

science journals. The dataset is separated into 3 categories: train (93%), test (3%), and validation 

(4%)  [5].  

2.1.4 EBMSummariserCorpus dataset 

The Evidence-Based Medicine Summarization (EBMSummariserCorpus) dataset is a public 

dataset that contains 2707 single-document summaries.  The dataset is a repository of data from 

the Journal of Family Practice (JFP). It has 1388 training records and 1319 evaluation records [6]. 
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2.1.5 COVID-19 Open Research Dataset 

The COVID-19 Open Research dataset is a free resource that contains over 1000000 scientific 

papers about COVID-19 and the coronavirus family of viruses, including over 350000 full-text 

documents. The dataset contains papers from 1970 to 2022 [7]. 

2.1.6 PQR dataset 

The Prognosis Quality Recognition (PQR) dataset is collected from the scientific documents of 

the PubMed dataset that are delicate for summarization [8].  It contains 2686 documents, and 697 

positive records (scientifically delicate).  

2.1.7  CCA dataset 

The National Center of Biotechnology Information's (NCBI) PubMed and the Biomedical Natural 

Language Processing (BioNLP) dataset is combined to create the Clinical Context-Aware (CCA) 

dataset. The dataset contains 173000 documents where 131000 documents come from BioNLP 

and 42000 documents from NCBI PubMed [8]. 

2.1.8 BMC dataset 

BioMed Central (BMC) is an open-access publisher that provides over 250 scientific journals. It 

currently publishes online for all its journals. The first and biggest open data science publisher is 

BioMed Central.  It was founded in 2000, now known as Springer Nature, and has owned it since 

2008 [9]. 

2.1.9 BioRED  dataset 
The Biomedical Relation Extraction Dataset (BioRED) is an automated relation extraction from 

biomedical research papers. It is the first kind of biomedical relation extraction dataset, which 

includes a variety of entity types like (gene-protein, chemical, and disease) and relation pairings 

like (chemical-chemical and gene-disease) in the document. It is a set of 600 PubMed abstracts 

[10]. 

     2.1.10    S2ORC dataset 

The Semantic Scholar Open Research Corpus (S2ORC) dataset is the greatest collection of 

scholarly papers in English that are openly accessible and span many different academic fields. It 

contains 1.5 million LATEX source files, 8.1 million open-access PDFs, 81.1 million papers, and 

380.5 million resolved citation links. The corpus has various academic fields including the 

biomedical and computer science fields [11]. 

 

2.2. Evaluation Methods 

Text summarization model evaluation in Natural Language Processing (NLP) uses the following 

metrics. 

2.2.1. ROUGE Metric 

The Recall-Oriented Understudy for Gisting Evaluation (ROUGE) metric compares a summary's 

quality to that of other gold summaries generated by people to automatically determine its quality. 

It contains different measures such as ROUGE-N and ROUGE-L.  

 

ROUGE-N determines how many overlapping units there are like word pairs, n-grams, and word 

sequences between the model-generated summary and the gold summaries generated by people to 

be reviewed [12]. The formula of ROUGE-N is shown in Eq. (1). 
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ROUGE-N = 
∑ ∑ 𝐂𝐨𝐮𝐧𝐭𝐦𝐚𝐭𝐜𝐡(𝐠𝐫𝐚𝐦𝐧)𝐠𝐫𝐚𝐦𝐧 𝛜 𝐒𝐒 𝛜 {𝐑𝐞𝐟𝐞𝐫𝐞𝐦𝐜𝐞𝐒𝐮𝐦𝐦𝐚𝐫𝐢𝐞𝐬} 

∑ ∑ 𝐂𝐨𝐮𝐧𝐭(𝐠𝐫𝐚𝐦𝐧)𝐠𝐫𝐚𝐦𝐧 𝛜 𝐒𝐒 𝛜 {𝐑𝐞𝐟𝐞𝐫𝐞𝐦𝐜𝐞𝐒𝐮𝐦𝐦𝐚𝐫𝐢𝐞𝐬} 
      (1) 

 

where 𝐠𝐫𝐚𝐦𝐧 is the most n-grams that can co-occur in a candidate summary, The length of the n-

gram is represented by n, and 𝐂𝐨𝐮𝐧𝐭𝐦𝐚𝐭𝐜𝐡(𝐠𝐫𝐚𝐦𝐧) is a collection of reference summaries. 

 

The ROUGE-L value represents the similarity between two sequences. It depends on the Longest 

Common Subsequence (LCS). The LCS issue selects the longest co-occurrence in sequence n-grams 

by considering sentence-level structure consistency. The ROUGE-L formula is represented in  

Eq.(2).  

 

ROUGE-L = 
(𝟏+𝛃𝟐) 𝐑𝐞𝐜𝐚𝐥𝐥 ∗ 𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 

𝐑𝐞𝐜𝐚𝐥𝐥+ 𝛃𝟐∗ 𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 
                                                                            (2) 

 

where β adjusts the significance of recall and precision concerning each other and is set to a high 

value. Eq.(3) and Eq.(4) represent Recall, and Precision respectively. 

 

Recall = 
𝐓𝐏

𝐓𝐏+𝐅𝐍
           (3) 

            where FN is a False Negative. 

 

Precision =
𝐓𝐏

𝐓𝐏+𝐅𝐏
          (4) 

     where TP is a True Positive and FP is a False Positive.           

 

2.2.2  F1 Metric 

F1 Metric is defined as the symmetric mean of recall and precision. The formula for the F1 metric 

is represented in Eq.(5).  

 

F1 Metric = 2 * 
𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 ∗𝑹𝒆𝒄𝒂𝒍𝒍

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 +𝑹𝒆𝒄𝒂𝒍𝒍
                                            (5) 

2.2.3   Accuracy 

Accuracy is the percentage of correctly classified items to all dataset values. Its formula is 

represented in Eq.(6). 

Accuracy = 
𝑵𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒄𝒐𝒓𝒓𝒆𝒄𝒕 𝒄𝒍𝒂𝒔𝒔𝒊𝒇𝒊𝒄𝒂𝒕𝒊𝒐𝒏𝒔

𝑻𝒐𝒕𝒂𝒍 𝒏𝒖𝒎𝒃𝒆𝒓 𝒐𝒇 𝒓𝒆𝒄𝒐𝒓𝒅𝒔
                                                                     (6) 

2.2.4    BLEU Metric 

The Bilingual Evaluation Understudy (BLEU) metric compares the candidate's n-grams to the 

reference translation's n-grams and counts the number of matches [13]. The BLEU metric formula is 

in Eq.(7).  
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BLUE =(∫ )
𝟏                     𝒊𝒇  𝒄 > 𝒓 

𝒆(𝟏−𝒓/𝒄)       𝒊𝒇 𝒄 ≤  𝒓    
 .  𝒆𝒙𝒑 (∑ 𝒘𝒏 𝒍𝒐𝒈 𝒑𝒏

𝑵
𝒏=𝟏 )                                              (7) 

where r is the length of the effective reference corpus, and c is the candidate translation’s length, 

𝒑𝒏 is an n-gram precision, employing n-grams up to length N, and positive weights 𝒘𝒏 . 

2.2.5    BERT Score (BS) 

  The BERT Score (BS) is a text-generation evaluation metric. It calculates a similarity score in 

tokens of the candidate sentence and tokens of the reference sentence as a sum of the cosine 

similarities between their token embeddings [14]. The BS evaluation metric formula is in Eq.(8). 

RecallBERT = 
1

|𝑥|
∑ 𝑚𝑎𝑥𝑦𝑗 𝜖 𝑦 𝑋𝑖 𝑦𝑗𝑥𝑖 𝜖 𝑥    ,  PrecisionBERT =

1

|𝑦|
∑ 𝑚𝑎𝑥𝑥𝑗 𝜖 𝑥 𝑦𝑖 𝑥𝑗𝑦𝑖 𝜖 𝑦       

  F1-BERT = 2 * 
PrecisionBERT ∗RecallBERT

PrecisionBERT +RecallBERT
                                   (8) 

                                                                

    where x is the reference sentence, and y is the candidate sentence.  

 

2.3  Summarization Models 

Gidiotis et al [4] present a Divide-ANd-ConquER (DANCER) approach for summarization of long- 

documents. They combine the DANCER approach with multiple summarization models like seq2seq, 

Recurrent Neural Networks (RNNs), and transformers. They generated three models called DANCER  

Long Short-Term Memory (LSTM), DANCER Rotational Unit of Memory  (RUM), and DANCER Pre-

training with Extracted Gap-sentences for Abstractive SUmmarization Sequence-to-sequence 

(PEGASUS). The authors used PubMed and arXiv datasets. For evaluation, they used ROUGE metrics. 

The output of the DANCER LSTM, DANCER RUM, and DANCER PEGASUS models is displayed in 

Table 1. 

(adapted from [4]) GASUS modelsThe result  of the DANCER LSTM, DANCER RUM, and DANCER PE Table 1. 

 

 

 

 
 

Gupta et al [5] created a new dataset called SUMPUBMED. The dataset was generated using scientific 

publications from the PubMed archive. The authors split the dataset into 3 parts: train (93%), test (3%), 

and validation (4%). The seq2seq model and the Coverage (+cov) mechanism were used to evaluate the 

dataset. They used ROUGE metrics for evaluation. ROUGE-1's score is 40.13, ROUGE-2's is 13.77, and 

ROUGE-score L's is 36.73. 

 

Afzal et al [8] provided a solution for the restrictions of automatic text summarization by collecting 

accurate data from published biomedical resources. The authors created a Clinical Context-Aware (CCA) 

classifier and Prognosis Quality Recognition (PQR) model as a bidirectional long-short-term memory 

recurrent neural network. The authors used PQR and CCA datasets which are large datasets collected 

from the PubMed dataset. They divided datasets into 90 % training and 10 % testing. They used F1-metric 

and accuracy for evaluation. The PQR model had a 95.41 percent accuracy rate and the F1- metric = 

adModels Dataset ROUGE-1 ROUGE-2 ROUGE-L 

DANCER LSTM 
PubMed 

arXiv 

44.09 

41.87 

17.69 

15.92 

40.27 

37.61 

DANCER RUM 
PubMed 

arXiv 

43.98 

42.7 

17.65 

16.54 

40.25 

38.44 

DANCER PEGASUS 
PubMed 

arXiv 

46.34 

45.01 

19.97 

17.60 

42.42 

40.56 
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96.93. A 93 percent accuracy rate was achieved with the CCA model and the F1- metric =  94. 

 

Mahsa et al [15] improved the summarization system performance using a combination of the coreference 

resolution method, and Recurrent Neural Network (RNN). The authors used the COVID-19 open research 

dataset which contains over 59000 scientific papers that have been published, with over 47000 studies on 

COVID-19. They evaluated the system using the ROUGE metric. The model result is ROUGE-1= 0.53.   

 

Moradi [16] extracted biomedical topics from the given documents where the goal was to find the main 

topics using an itemset mining algorithm and using a clustering algorithm. For text mining research, they 

employed a single-document corpus of 400 scientific biomedical articles from the BMC corpus. The 

evaluation is obtained by the ROUGE metric with a different number of Final Clusters (FCs). The scores 

gained by FC values 3, 2, and 4 are significantly higher than those of other values of FCs in single or 

multi documents (using FC value of 3 gives a score of ROUGE-2 = 0.3475 for single-document and 

ROUGE-2 = 0.2791 for multi-document, FC value of 2 gives a score of ROUGE-2 = 0.3392 for single-

document and ROUGE-2 = 0.2654 for multi-document and FC value of 4 gives a score of ROUGE-2 = 

0.3321 for single-document and ROUGE-2 = 0.2730 for multi-document). 

 

Kieuvongngam et al [17] reduced the gap between researchers and the continuously increasing number 

of publications that use BERT, pre-trained NLP models, and an Open-source Artificial Intelligence 

Generative Pre-trained Transformer - 2 (OpenAI GPT-2). They used the COVID-19 open research 

dataset. This dataset includes more than 59000 research publications, including more than 47000 full-text 

documents about COVID-19 or associated diseases. The authors used ROUGE Metrics for evaluation. 

The ROUGE revealed that the 60% abstractive group is higher than the 40% group. 

 

Milošević et al [18] provided and compared machine learning-based such as (Naive Bayes, DistilBERT, 

Random Forests, T5, PubMedBERT, and SciFive-based models) and rule-based methods to enhance the 

performance of biomedical text summarization. They utilized balanced and unbalanced datasets such as 

BioRED.  The dataset was divided into 10% for testing and 90% for training. The PubMedBERT-based 

and distilBERT-based models obtained the best result with F1-score equal to 0.92 and 0.89.   

 

Sarker et al [19] created a simple and fast text summarization system. The authors applied a word 

embedding model on a publicly available dataset for evidence-based medicine called 

EBMSummariserCorpus, which contains 2707 single-document summaries. The dataset has 1,388 

records for training, and 1,319 for evaluation. The authors used the F1 metric for evaluation and the word-

phrase embedding model result is F1 = 0.166. 

 

Cai et al [20] proposed a new model based on the SciBERT-base model called the COVIDSum model. 

They collected salient sentences, created word co-occurrence graphs, and utilized a SciBERT-based 

sequence encoder. The authors used the COVID-19 Open Research dataset. The dataset was divided into 

training (114415), validation (6477), and testing (6356). The authors evaluated the model using ROUGE 

metrics where ROUGE-1 = 44.56, ROUGE-2= 18.89, and ROUGE-L = 36.53. 

 

Xie et al [21] utilized multiple Pre-trained Language Models (PLMs) such as (BERT, RoBERTa, 

BioBERT, and PubMedBERT) to create a knowledge infusion training framework called KeBioSum for 

the challenge of extracting summarization of biomedical papers. They used PubMed, COVID-19, and 

S2ORC.  The datasets were split into 75% for the training, 15% for the validation, and 10% for the test. 

The authors utilized ROUGE metrics and BERT score (BS) for evaluation. The result showed in Table 2. 
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adapted from [21])( models BERT, RoBERTa, BioBERT, and PubMedBERT2. The result  of the Table  

 
 

 

 

 

 

 

 

 

Moravvej et al [22] proposed a supervised extractive summary method depending on Generative 

Adversarial Networks Summarization (GAN-Sum) and Embedding Generative Adversarial Networks 

Summarization ( E-GAN-Sum ). The authors used 500 medical articles chosen from PubMed, and the 

database was split into three sets, each having 134, 100, and 266 samples, for the testing, validation, and 

training samples. The authors evaluated the result using ROUGE metrics. The GAN-Sum model's output 

is ROUGE-1= 40.86 and ROUGE-2= 24.59 and the E-GAN-Sum model’s result is ROUGE-1=43.78 and 

ROUGE-2=26.73. 

 

Moradi et al [23] demonstrated how contextualized embeddings generated by a deep bidirectional 

language model might be utilized to measure useful information in biomedical text summarization. The 

authors also showed that employing a Bidirectional Encoder Representations from Transformers (BERT)-

based summarizer can increase the biomedical summarization performance. The authors utilized both the 

BERT model and a clustering method. They created a new corpus that randomly collected from BioMed 

Central (BMC) 3000 articles and generated a development corpus including 1000 articles that used the 

abstracts as model summaries. They used the ROUGE metric for the evaluation process and the result is 

ROUGE-1=0.7504, ROUGE-2=0.3312. 

 

Song and Yongbin [24] combined the Sequence-To-Sequence (seq2seq) model with a classical keywords 

extraction method and the attention mechanism for detecting a summarization of medical papers. The 

authors used the COVID-19 Open Research dataset that contains 38937 title-abstract. The dataset was 

separated into training (36257) and testing (2680). The authors evaluated the model using BLEU and 

ROUGE metrics where ROUGE-1 = 30.16, ROUGE-2= 7.73, ROUGE-L = 28.40, and BLEU = 12.62. 

 

Turky et al [25] proposed an abstractive summary for Covid-19 papers. The authors used LSTM and the 

glove model to improve the summary performance.  The dataset utilized in the experiment is named 

COVID-19 dataset. Rouge metrics evaluated the experiment. The result of  Rouge-1 = 43.6, Rouge-

2=36.7 ,and Rouge-L =43.6. 

 

Davoodijam et al [26] proposed a domain-specific method based on a multi-layer graph using the 

MultiRank algorithm. The authors utilized 450 biomedical papers from BioMed Central. The model was 

evaluated by ROUGE and BERTScore. The result of  Rouge-1 = 0.164 , Rouge-2 = 0.052 , Rouge-L 

=0.146 ,and BERTScore = 0.806. 

Models Dataset ROUGE-1 ROUGE-2 ROUGE-L BS 

BERT PubMed 

COVID-19 

S2ORC 

35.12 

30.79 

33.27 

14.54 

10.37 

14.33 

31.80 

25.13 

30.29 

- 

- 

- 

RoBERTa PubMed 

COVID-19 

S2ORC 

35.08 

30.10 

33.57 

14.69 

10.72 

15.59 

31.78 

27.81 

30.54 

- 

- 

BioBERT PubMed 

COVID-19 

S2ORC 

35.09 

31.11 

34.47 

14.62 

10.74 

15.62 

31.82 

27.82 

31.51 

- 

- 

PubMedBERT PubMed 

COVID-19 

S2ORC 

36.39 

32.04 

37.44 

16.27 

12.61 

16.72 

33.28 

29.10 

34.08 

59.96 

53.56 

56.81 
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3.  Discussion  

 

This section will discuss the newest publications that have been shown in the paper. Table 3 shows a 

comparison between publications that have been recently utilized for data preprocessing, datasets, 

methodology, and evaluation while summarizing medical texts.  

The basic functions of data preprocessing are stemming, stop word removal, sequence marker, 

tokenization, lemmatization, feature creation, cleaning, and vector generation. The methodologies were 

used to summarize several types of biomedical text, including single document, long document, and 

multi-document summarization. 

Table 3. Comparison between most recent papers. 

Reference Data preprocessing Methodology Dataset Evaluation 

et al,  Gidiotis

2020  [4] 

NA seq2seq, RNNs, 

transformers 

DANCER LSTM 

DANCER RUM 

DANCER PEGASUS 

PubMed and 

arXiv 

Results in Table 1 

Gupta et al, 2021 

[5] 

Remove non-textual content. Sequence-To-Sequence 

(seq2seq) model + the 

coverage (+cov) 

mechanism 

SUMPUBMED ROUGE-1 = 40.13 

ROUGE-2 = 13.77 

ROUGE-L=  36.73 

Afzal et al, 

2020 [8] 

1- Sequence marker 

2- Cleaning 

3- Tokenization 

4- Vector generation 

5- Feature creation 

1- CCA 

2- PQR 

 

CCA 

 

PQR 

F1- metric = 94 

Accuracy = 93% 

F1- metric = 96.93 

Accuracy = 95.41% 

Mahsa et al, 

2021 [15] 

1- Sentence Splitting 

2- Tokenization 

3- Stemming 

4- Stop words removal 

1-RNN 

2-Coreference 

resolution method 

COVID-19 

Open Research 

dataset 

ROUGE-1= 0.53 

Moradi, 2018 

[16] 

1- Separate sentences 

2- Tokenization 

3- Remove unnecessary parts 

Clustering and Itemset 

mining based 

Biomedical 

Summarizer (CIBS) 

BMC single-document 

ROUGE-2 = 

0.3475 

multi-document 

ROUGE-2 = 

0.2791 

Kieuvongngam 

et al, 2020 [17] 

Token classification 1- BERT model 

2-Abstractive 

Summarization GPT-2 

model 

COVID-19 open 

research dataset 

The abstractive 

group is 60% larger 

than the 40% group 

Milošević et al 

2023 [18] 

NA DistilBERT 

PubMedBERT 

BioRED F1-score = 0.92 

F1-score = 0.89 

Sarker et al, 

2020 [19] 

NA word/phrase 

embedding model 

EBMSummarise

r Corpus 

F1 = 0.166 
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Gidiotis et al [4] used a basic seq-to-seq RNN model and PEGASUS model with PubMed and arXiv 

datasets and achieved good results. They combined RUM units and LSTM inside the seq-to-seq model 

and demonstrated the benefits of those combinations. They showed that putting RUM units into the 

model's decoder makes the train more stable. This method's flaw is that the authors ignored the created 

model's complexity and instead concentrated on its effectiveness.  Gupta et al [5] generated a dataset 

called SUMPUBMED. The authors compared the SUMPUBMED dataset with CNN-Daily Mail (CNN-

DM) and DUC 2001 (DUC) datasets by applying the seq-2-seq model. The SUMPUBMED dataset 

achieved a high score compared to others. Afzal et al [8] proved that the modern models of deep neural 

networks get high accuracy in automatic text summarization against traditional approaches. The weakness 

of the generated model is the output summary consists of sentences from the original document without 

any additional processing to extract statistical data to make the article easier to understand. Moradi [16] 

proposed an automatic summarization system by using a clustering algorithm with an itemset mining 

algorithm that achieves the highest results. The results demonstrated that the topic-based sentence 

clustering approach boosted the useful content of the summary while decreasing the redundant details. 

This method has a weakness in that it could be unable to capture the overall structure of a document, 

Cai et al 2022 

[20] 

Remove wrong papers COVIDSum COVID-19 

Open Research 

Dataset 

ROUGE-1 = 44.56 

ROUGE-2= 18.89 

ROUGE-L = 36.53 

Xie et al 2022 

[21] 

NA BERT 

 RoBERTa  

BioBERT 

PubMedBERT 

PubMed 

COVID-19 

S2ORC 

Results in  Table 2 

Moravvej et al, 

2021 [22] 

1-Stop word removal 

2-Stemming 

1- GAN-Sum 

2-E-GAN Sum 

PubMed GAN-Sum 

ROUGE-1=40.86 

ROUGE-2=24.59 

E-GAN-Sum 

ROUGE-1=43.78 

ROUGE-2=26.73 

Moradi et al, 

2020 [23] 

The section and subsection 

headings, figures, tables, and 

other non-major items are 

removed from the articles. 

1-BERT 

2-Sentence Clustering 

BMC ROUGE-1=0.7504 

ROUGE-2=0.3312 

Song and 

Yongbin, 2020 

[24] 

Spacy tokenizer Sequence-To-Sequence 

(seq2seq) model 

COVID-19 

Open Research 

Dataset 

ROUGE-1=30.16 

ROUGE-2=7.73 

ROUGE-L=28.40 

BLEU =12.62 

Turky  et al 2021 

][25 

1-Data cleaning 

2-Tokenization 

3- Padding 

LSTM 

 glove model 

COVID-19 

Open Research 

Dataset 

Rouge-1= 43.6 

Rouge-2=36.7  

Rouge-L =43.6 

Davoodijam et al 

2021 [26]   

NA MultiRank algorithm BMC Rouge-1 = 0.164 

Rouge-2=0.052   

Rouge-L= 0.146 

BERTScore=0.806 
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which can generate an unsuitable summary.  Kieuvongngam et al [17] used pre-trained BERT and OpenAI 

GPT-2 models. They evaluated the result by using the stochastic sampling method. The weakness of the 

study is the limitation of computation power which is using the GPU instead of the DistilGPT2 version. 

Milošević et al [18] proved that using the PubMedBERT and BERT-based models improves the 

performance rather than the DistilBERT and T5-based models. Sarker et al [19] generated a simple and 

fast medical summarization system using a word-phrase embedding model that acquired a 94.3 percent 

accuracy when compared with another system which is QSpec where the accuracy is 96.8 %. The system 

is faster than QSpec since QSpec involves sentence categorization, query, and the creation of semantic 

types in the Unified-Medical Language System (UMLS). Cai et al [20] combined a Graph Attention 

Networks-based and SciBERT-based encoder to improve an abstractive summary for scientific papers. 

The weakness of this research is limited resources for training and evaluation which is using GeForce 

GTX 1080 Ti GPU instead of using newer graphics cards, like the RTX 3060. 

 

Xie et al [21] proposed a new framework depending on PLMs called KeBioSum.Moravvej et al [22] 

provide a new model for medical summarization depending on the conditional generative adversarial 

network that outperformed previous models. Moradi et al [23] utilized a clustering method and a deep 

bidirectional language model to improve medical text summarization results without the requirement for 

computationally intensive domain-specific pretraining or knowledge bases. The main limitation of this 

approach is the rareness of available datasets with its gold summarization. Song and Yongbin [24] applied 

an innovative approach from the seq-2-seq model and achieve high results against the traditional seq-2-

seq model. Turky et al [25] developed a model based on the glove model to transform input into vectors, 

which were passed across LSTM to generate the summary. The model was only allowed to provide single-

sentence titles, instead of producing multi-sentence summaries. Davoodijam et al [26] proposed that 

utilizing the MultiRank algorithm with the features such as word, semantic, and co-reference similarity 

improves the summary results. The weakness of the following approaches [4,18,19,21,22,24,26] is that 

they did not utilize modern pre-processing methods like POS tagging to improve the outcome. 

4. Conclusion and future work 

 

This survey gives a general overview of text summarization models and the newest work in the field of 

medical summarization from 2018 to 2022. It includes 15 scientific publications and demonstrates how 

medical summarization allows medical researchers to capture more useful information in less time. The 

paper describes evaluation metrics and the newest datasets applied in text summarization. The future work 

is to propose an efficient and accurate model for medical summarization that overcomes the issues of the 

current models and applies it to different datasets. 
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