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Abstract

The main objective of this paper is to employ the artificial neural network (ANN)
models for validating and predicting global solar radiation (GSR) on a horizontal
surface of three Egyptian cities. The feedforward backpropagation ANNs are utilized
based on two algorithms which are the basic backpropagation (Bp) and the Bp with
momentum and learning rate coefficients respectively. The statistical indicators are
used to investigate the performance of ANN models. According to these indicators,
the results of the second algorithm are better than the other. Also, model (6) in this
method has the lowest RMSE values for all cities in this study. The study indicated
that the second method is the most suitable for predicting GSR on a horizontal
surface of all cities in this work. Moreover, ANN-based model is an efficient method
which has higher precision.
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Introduction
The solar energy is considered as one of renewable energy sources that are from the

most promising sources to supply the world’s energy demand. Accurate knowledge of

the solar radiation (SR) data is considered the first stage in solar energy availability as-

sessment. It is used as the basic input for many solar energy applications. But there is

unavailability of the solar radiation measurements for different sites, due to the high

cost of measuring equipments and their maintenance [1–4].

Many studies are implemented to develop for predicting the GSR using different

techniques such as ANN, fuzzy control, and empirical models. These techniques

depended on different types of datasets (such as meteorological and geographical). For

example, Fadare [3] used several models which depended on feedforward and multi-

layered ANN for estimating GSR in 195 cities in Nigeria. He used some meteorological

data as inputs in ANN models. The study demonstrated the ability of ANN to predict

GSR in most of these cities in Nigeria. Elminir et al. [5] implemented ANN to estimate

the GSR in some cities in Egypt. The authors used the different combinations of inputs

of meteorological data as input of ANN models. The outcomes showed that the ANN

models donate excellent predictions. Koca et al. [6] utilized an ANN-based model for

assessment of GSR for seven cities in Turkey. They applied linear and nonlinear
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activation functions in the hidden layer in ANN models. The study showed that the

ANN models are suitable for evaluating solar radiation in Turkey. Mohandes et al. [7]

designed the ANN-based models for forecasting the GSR in Saudi Arabia. They used

Bp algorithms for training the different pattern of multilayer feedforward NN. The out-

comes indicated that MAPE is the best in all models. Rehman and Mohandes [8]

employed the temperature, day of the year, and relative humidity values as input in

ANN models for estimating GSR in Saudi Arabia. The outcomes showed that the ANN

models are highly accurate for prediction of solar radiation. Jiang [9] employed the

ANN model to forecast GSR in China and found the ANN model is better than regres-

sion models.

Khatib et al. [10] used many models to estimate GSR. These models are linear, non-

linear, adaptive neuron fuzzy inference system (ANFIS) and ANN models. The study

showed that the most accurate methods for prediction of SR were ANN models. Mellit

et al. [11] presented new models for the estimation of GSR, and these models combined

the neural network and the fuzzy logic. The correlation coefficient obtained for the val-

idation dataset is 98%. These models can be used for the estimation of the GSR for any

locations in Algeria. Hassan et al. [12] introduced a new temperature-based model for

predicting GSR. The results showed that the new proposed models have accurate esti-

mations for GSR at different sites in Egypt.

The main aim of this paper is to predict and assess the daily GSR based on set of

inputs used in all ANN models. The datasets of three cities Borg El-Arab, Cairo, and

Aswan are used for training and testing. All ANN models used two different Bp algo-

rithms which are basic Bp and Bp with momentum and learning rate coefficients. We

calculated these statistical indicators to evaluate the performance of the proposed

models. These indicators are root mean square error (RMSE), the mean absolute per-

centage error (MAPE), mean absolute bias error (MABE), correlation coefficient (r) and

coefficient of determination (R2). Accurate ANN models were based on the minimum

values to RMSE, MABE, and MAPE and maximum values of r and R2. In the present

work, ANN models are compared with other similar works to establish the perform-

ance of our models with others.
Data description

Most regions of Egypt obtain enormous amount of solar energy due to their valuable geo-

graphical place. The data used in this study are the global solar radiation (GSR), maximum

temperature (T max), minimum temperature (T min), averages temperature (T avg), relative

humidity (RH), and atmospheric pressure (Atm.p) of three different locations which are

Borg El-Arab, Cairo, and Aswan. These locations varied in climatic condition across Egypt

and data were collected for a period of 14 years from 1 January 2002 to 31 December 2015

which we obtained from the NASA Surface meteorology and Solar Energy web site1.

The city of Borg El-Arab is a coastal region located in the Mediterranean, Cairo city

is a moderate region and has dry climate in summer season, and Aswan city is located

in the Upper Egypt and has the dry desert climate. The selected locations in the work

are presented in Table 1. In addition, Egypt is one of the countries located in the most
1www.nasa.gov



Table 1 Geographical locations for selected cities

# City name Latitude N Longitude E Position

1 New Borg El-Arab 30° 55′ 29° 41′ Mediterranean

2 Cairo 30° 05′ 31° 17′ Moderate

3 Aswan 23° 58′ 32° 47′ Upper Egypt
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favorable solar belt, which enjoys abundant solar radiation almost 4500 h of sunshine

per year, 13–35MJ/m2/day of solar energy magnitude [12–14].
The description of artificial neural network technique

The ANN model is an intelligent system and is used to solve complicated problems in

many applications such as optimization, prediction, modeling, clustering, pattern recog-

nitions, simulation, and others. The ANN structure consists of three layers: the input

layer which has collected data, an output layer which produces computed information,

and one or more hidden layers suitable to connect the input and output layer. A

neuron is a basic processing unit of a NN and performs two functions: the collecting of

the inputs and producing of the output. Each input is multiplied by connection weights,

and its products and biases are added and then passed through an activation function

to produce an output as shown in Fig. 1.

A multilayer feedforward network has neurons structured into layers and can pass in

one direction without feedback connection. The Bp algorithm is the most method used

for training feedforward ANNs which is dependent on the gradient descent

optimization technique. Bp is a technique based on supervised learning [15] that is used

for training NN, and it is processed to learn samples iteratively. Therefore, it compared

the network predicted for each input with the actual value. To minimize the mean

squared error between the network estimated and the measured data, the weights are

adjusted for each training model [5].
Fig. 1 Simple structure of ANN
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In Fig. 2, each input xi in the input layer is multiplied by a connection weight wij be-

tween the neuron i in the input layer to the neuron j of the hidden layer and get its

products, and bias bj are summed formally net input Ij in Eq. (1) and then passed to

the hidden layer by a nonlinear sigmoid activation function in Eq. (2) to produce an

output yj as in Eq. (3):

I j ¼
Xn
i¼1

xiwij þ bj ð1Þ

f Ið Þ ¼ 1−e−2I
� ��

1þ e−2I
� � ð2Þ

y j ¼ f I j
� � ð3Þ

Then, it sends the out signal yj from the hidden layer to all k neuron in the output

layer ok and computes the input to the k neuron of the output layer is o′k in Eq. (4).

o0k ¼
Xh
j¼1

y jw
0
jk þ b0k ð4Þ

where w′jk is the weight of the connected between the j neuron in the hidden layer to
the k neuron of the output layer; b′k is the bias.

Finally, it computes the output layer signals by the sigmoid activation function in

Eq. (5).
Fig. 2 The ANN model of the present study
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ok ¼ f o0kð Þ ð5Þ

The error training between the target output and the measured data is in Eq. (6).
ek ¼ 1
2

Xn
k¼1

tk−okð Þ ð6Þ

This procedure is applied to all pairs in the training set and the training cycle which

is known an epoch and is repeated until the error reduces to the limit value [16, 17].

The error gradient for output layer is completed in Eq. (7).

δk ¼ tk−okð Þ f 0 o0kð Þ ð7Þ

The difference between two algorithms which are the basic Bp and Bp with momen-

tum and learning rate is in the updates of weights.

In Bp algorithm with momentum and learning rate, the weights between the different

layers may be updated. And the error was then propagated backward from the output

layer to the input layer in Eq. (8).

w
0
jk t þ 1ð Þ ¼ w

0
jk tð Þ þ ηδky j þ α w

0
jk tð Þ−w0

jk t−1ð Þ
� �

ð8Þ

where η is the learning rate and α is the momentum coefficient.

But in the basic Bp algorithm, the weight update between neuron k from the output

layer and neuron j from the hidden layer is as follows (Eq. (8′)):

w′jk(t + 1) = w′jk(t) + ηδkyj (8′)

Both of the coefficients η and α are used at the start of learning process and demon-

strate the speed and stability of the network [15, 18]. Selecting small learning rate η

may lead to slow rate of convergence, but the large η may show oscillation. The solu-

tion to make the convergence of the network fast without oscillation is used in the

momentum coefficient. It is used for accelerating the convergence of the algorithm,

and it contains the effect of previous weight changes on the current direction of

movement.

The Δw
0
jk and Δb′k are computed to update w

0
jk and b′k as shown in Eqs. (9) and (10)

respectively.

Δw
0
jk ¼ ηδky j ð9Þ

Δb0k ¼ ηδk ð10Þ

And the error gradient for the hidden layer is computed in Eq. (11).
δ j ¼
Xn
k¼1

δkw0
jk f

0 o0kð Þ ð11Þ

Δwij and Δbj are calculated to update wij and bj as shown in Eqs. (12) and (13)

respectively.

Δwij ¼ ηδ jxi ð12Þ
Δbj ¼ ηδ j ð13Þ

The weights and the biases are updated in Eqs. (14)–(17) respectively:
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w
0
jk t þ 1ð Þ ¼ w

0
jk tð Þ þ Δw

0
jk þ α w

0
jk tð Þ−w0

jk t−1ð Þ
� �

ð14Þ

b0k t þ 1ð Þ ¼ b0k tð Þ þ Δb0k þ α b
0
k tð Þ−b0

k t−1ð Þ
� �

ð15Þ

wij t þ 1ð Þ ¼ wij tð Þ þ Δwij þ α wij tð Þ−wij t−1ð Þ� � ð16Þ
bj t þ 1ð Þ ¼ bj tð Þ þ Δbj þ α bj tð Þ−bj t−1ð Þ� � ð17Þ

In this study, the Bp algorithm with momentum and learning rate is applied as the
following:

1. Initialize all weights and biases and normalize the training data.

2. Set the values of learning rate and momentum coefficients.

3. Compute the output of neurons in the hidden layer and in the output layer.

4. Compute the error by comparing the actual and predicted values.

5. Update all weights and biases by Eqs. (14)–(17).

6. Repeat steps 3 to 5 for all training data until the error converges to limit level.

To measure the performance of the network and show the error rate of proposed

methods, there are six indicators used as error assessment techniques: MSE, RMSE,

MAPE, MABE, r, and R2 [5, 12–14, 16, 19]. These indicators are calculated by the fol-

lowing equations (Eqs. (18)–(23)).

MSE ¼ 1
n

Xn
i¼1

Xt−X
0
tð Þ2 ð18Þ

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn
i¼1

Xt−X
0
tð Þ2

s
ð19Þ

MAPE ¼ 1
n

Xn
i¼1

j Xt−X 0
t j

Xt
� 100 ð20Þ

MABE ¼
Xn
i¼1

j Xt−X 0
t j

n
ð21Þ

r ¼
Pn

i¼1 Xt−Xt
� �

X 0
t−X 0

t
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 Xt−Xt

� �2Pn
i¼1 X 0

t−X 0
t

� �2q ð22Þ

R2 ¼ 1−

Pn
i¼1 Xt−X 0

tð Þ2Pn
i¼1 X 0

tð Þ2 ð23Þ

where Xt,and X′t are the values of tth actual and predicted global solar radiation re-

spectively. Xt is the average value of actual global solar radiation, X 0
t is the average

value of the predicted global solar radiation, and n is the total number of observations.

The statistical error RMSE is used as a metric to measure model performance; its

value is always positive and zero is the ideal case. The accuracy of the model is evalu-

ated by the indicator MAPE, and the minimum value means that the model is with

high accuracy. MABE is another metric to measure how close the predicted values are

to the measured values, and the best model performance is with minimum value. The
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correlation coefficient (r) is used to estimate the correlation between model and obser-

vations. If r = 1, it means that there is an exact linear relationship between measured

and predicted values; the largest value is better. Determination (R2) shows information

about the goodness of fit; its values are between zero and one (0 ≤ R2 ≤ 1), and the lar-

gest value is the best value [2, 20].

Artificial neural network implementation

In this paper, we applied two Bp algorithms: the basic Bp and Bp with momentum and

learning rate, respectively. ANN is employed to estimate the daily mean and yearly

mean global solar radiation using the following parameters: maximum temperature,

minimum temperature, average temperature, relative humidity, and atmospheric pres-

sure of three cities in Egypt in the period from 2002 to 2015.

The performance and accuracy of the model depends on input dataset, the number

of neurons in the hidden layer, the number of hidden layer, and learning algorithm.

RMSE, MAPE, MABE, r, and R2 are used to evaluate and measure the performance and

accuracy of the ANN models and the correlation between the model and the observa-

tions. MATLAB software is working to apply the proposed models. To train and test

the neural network, we got the measured meteorological data from NASA Surface me-

teorology and Solar Energy web site containing the time period of 14 years (from 2002

to 2015). That dataset from 2002 to 2012 is utilized to train the network, and the

period from 2013 to 2015 is employed to test the network.

In the training phase, we determined the input dataset, and it should be normalized

in the range (− 1, 1) [21]. For assurance, use all parameters with small magnitudes due

to consistency in the learning algorithm and then return to original values after the

simulation using Eq. (24).

xnor ¼ 3 Xi−Xminð Þ
2 Xmax−Xminð Þ−1 ð24Þ

where Xi is original value, Xmin and Xmax are the minimum and the maximum value

of original values, and Xnor is the normalized value.

After creating the normalization values from the previous equation, the datasets in

the training and testing phases are divided randomly into three subsets: training, valid-

ation, and testing [3]. The numbers of hidden neurons are 20 for estimating the per-

formance of the model with different values of learning rate which are 0.01, 0.2, and

0.3 and of momentum coefficient which are 0.7 and 0.9. The minimum performance

gradient is 10−6, maximum number of epochs to train is 2000, maximum validation fail-

ure is 60. The values of the weights and the biases are set randomly in the first; the re-

sults of the fitting tool differ every time during it runs. Hence, the network with the

same number of neurons is retrained through 80 runs to detect the run number for

best validation performance.

The results and discussions
To indicate the performance of the ANN models, we implemented the first algorithm

(basic Bp) in three models with different values of learning rate which are 0.01, 0.2, and

0.3 respectively for both training and testing samples. The second algorithm (Bp with

learning rate and momentum coefficients) is applied in six models with the same inputs
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in the experimental and with different values of two parameters, learning rate and mo-

mentum, which are 0.01, 0.2, 0.3, and 0.7, 0.9 respectively for both training and testing

samples.

The statistical errors RMSE, MAPE, MABE, r, and R2 are calculated using Eqs.

(18)–(23). The acceptable models are illustrated and the best model is identified

by comparing the statistical errors associated with all models, and the best model

is shown in italics as presented in Table 2. Based on the obtained results, all

ANN models are ranked according to their RMSE values. The best model has the

lowest value of RMSE for every city of two methods in the training and the

testing.

Based on these results, the ANN models are ranked according to their RMSE values

and the best model has the lowest value [5, 12, 13]. Also, in each city, the best model is

recognized by comparing the statistical errors with all models in the two algorithms,

and it is specified in italics as displayed in Table 2. Moreover, all models are arranged

according to their performance.

According to the values of statistical indictors of the first algorithm, the pro-

posed model (3) is the best model in this method in all testing cities. Its different

error values are RMSE of 2.662 MJ/m2/day, 2.824 MJ/m2/day, and 1.455 MJ/m2/

day; MAPE values are in the range of 10.852–14.106%, 11.875–15.925%, and

5.642–6.362%; the values of MABE are 2.026 MJ/m2/day, 2.144 MJ/m2/day, and

1.073 MJ/m2/day. The values of correlation coefficient (r) are 89.90%, 92.83%, and

96.09% respectively in testing cities. Coefficient of determination R2 showed the
Table 2 The statistical data for training and testing of the first method

Cites Model η RMSE M APE MABE r R2 Rank

For training

Cairo 1 0.01 0.977 4.256 0.757 0.9868 0.9996 1

2 0.2 1.184 5.431 0.943 0.9809 0.9996 2

3 0.3 0.977 4.268 0.760 0.9869 0.9999 1

Borg El-Arab 1 0.01 1.307 6.315 1.028 0.9826 0.9998 3

2 0.2 1.025 4.746 0.772 0.9893 0.9999 2

3 0.3 1.019 4.699 0.765 0.9894 0.9999 1

Aswan 1 0.01 1.444 5.270 1.108 0.9659 0.9998 3

2 0.2 1.425 5.332 1.105 0.9685 0.9999 2

3 0.3 1.324 5.223 1.103 0.9687 0.9999 1

For testing

Cairo 1 0.01 3.117 14.106 2.396 0.8584 0.9998 3

2 0.2 2.872 12.680 2.141 0.8898 0.9998 2

3 0.3 2.662 11.852 2.026 0.8990 0.9999 1

Borg El-Arab 1 0.01 3.484 15.925 2.612 0.8817 0.9997 3

2 0.2 2.986 12.875 2.095 0.9261 0.9997 2

3 0.3 2.824 12.175 2.144 0.9283 0.9999 1

Aswan 1 0.01 1.713 6.362 1.294 0.9403 0.9998 3

2 0.2 1.656 5.948 1.175 0.9509 0.9998 2

3 0.3 1.555 5.742 1.073 0.9609 0.9999 1



Table 3 The statistical data for training and testing of the second method

Cites Model η α RMSE M APE MABE r R2 Rank

For training

Cairo 1 0.01 0.7 1.056 4.603 0.807 0.9846 0.9998 6

2 0.01 0.9 1.044 4.623 0.804 0.9849 0.9997 5

3 0.2 0.7 1.017 4.453 0.772 0.9857 0.9998 4

4 0.2 0.9 0.999 4.316 0.748 0.9865 0.9998 3

5 0.3 0.7 0.996 4.260 0.737 0.9869 0.9988 2

6 0.3 0.9 0.970 4.243 0.713 0.9890 0.9731 1

Borg El-Arab 1 0.01 0.7 1.046 4.976 0.786 0.9888 0.9998 5

2 0.01 0.9 1.005 4.710 0.750 0.9897 0.9998 3

3 0.2 0.7 0.947 4.364 0.699 0.9912 0.9998 2

4 0.2 0.9 0.915 4.215 0.675 0.9931 0.9999 1

5 0.3 0.7 1.046 4.972 0.791 0.9889 0.9996 5

6 0.3 0.9 1.013 4.783 0.765 0.9895 0.9997 4

Aswan 1 0.01 0.7 1.426 5.307 1.118 0.9685 0.9998 5

2 0.01 0.9 1.439 5.383 1.134 0.9683 0.9998 6

3 0.2 0.7 1.398 5.172 1.082 0.9699 0.9999 3

4 0.2 0.9 1.419 5.386 1.126 0.9710 0.9998 4

5 0.3 0.7 1.324 5.204 1.083 0.9723 0.9999 2

6 0.3 0.9 1.282 5.025 1.034 0.9815 0.9999 1

For testing

Cairo 1 0.01 0.7 2.868 12.937 2.187 0.8816 0.9997 5

2 0.01 0.9 2.703 12.079 2.051 0.8957 0.9996 3

3 0.2 0.7 2.754 12.262 2.028 0.8967 0.9998 4

4 0.2 0.9 3.099 13.833 2.344 0.8951 0.9999 6

5 0.3 0.7 2.596 11.506 1.952 0.9043 0.9999 2

6 0.3 0.9 2.245 10.684 1.715 0.9223 0.9999 1

Borg El-Arab 1 0.01 0.7 2.815 13.368 2.161 0.9247 0.9999 5

2 0.01 0.9 2.839 13.423 2.116 0.9249 0.9999 6

3 0.2 0.7 2.688 12.806 2.078 0.9321 0.9997 4

4 0.2 0.9 2.624 12.444 2.018 0.9348 0.9998 2

5 0.3 0.7 2.674 12.790 2.020 0.9352 0.9998 3

6 0.3 0.9 2.470 11.466 1.878 0.9476 0.9999 1

Aswan 1 0.01 0.7 1.655 5.892 1.207 0.9490 0.9997 6

2 0.01 0.9 1.630 5.885 1.194 0.9500 0.9999 5

3 0.2 0.7 1.559 5.669 1.188 0.9550 0.9999 2

4 0.2 0.9 1.597 5.962 1.195 0.9513 0.9998 4

5 0.3 0.7 1.575 5.821 1.210 0.9578 0.9999 3

6 0.3 0.9 1.439 5.282 1.180 0.9655 0.9999 1
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goodness fitting of data based on testing dataset; all values of R2 are greater than

0.99 in the testing cities as presented in Table 2. The performances of the other

models in training cities demonstrated a good estimation for GSR with R2 values

larger than 0.99.
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Table 3 summarizes the results of the second algorithm Bp with learning rate and

monument coefficients, and the proposed model (6) is the best model in this

method in all testing cities. The various errors values of proposed model (6) are RMSE of

2.245MJ/m2/day, 2.470MJ/m2/day, and 1.439MJ/m2/day; the values of MAPE are 10.684%,

11.466%, and 5.282%; the values of MABE are 1.715MJ/m2/day, 1.878MJ/m2/day, and

1.180MJ/m2/day. The r values are 92.23%, 94.76%, and 96.55% respectively in the testing

cities. Coefficient of determination R2 is larger than 0.99 in all testing cities as shown in

Table 3.
Fig. 3 Predicted and measured GSR on testing data of the first method
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In general, there is a good agreement between the measurements and predictions.

Also, Bp algorithm with momentum and learning rate is better and more accurate than

basic Bp algorithm, and it has needed less computation time than other methods.

The comparison between the predicted global solar radiations by ANN-based models

and the measured global solar radiation of the three cities Cairo, Borg Al Arab, and

Aswan is presented in Fig. 3 and Fig. 4 respectively. In the first algorithm, the proposed

model (3) has the minimum value of RMSE in testing stage in all testing cities, and the

values of least RMSE of these cities are 2.662MJ/m2/day, 2.824MJ/m2/day, and 1.555

MJ/m2/day as shown in Fig. 3.
Fig. 4 Predicted and measured GSR on testing data of the second method



Table 4 The comparison of similar studies in the literature

Model RMSEave. (%) MAPEave. (%) r R2

Mohandes et al .[7] – 19.1 – –

Rehman and Mohandes [8] – 11.9 0.9531 –

Fadare [3] – 11.4 0.9710 –

Koca et al. [6] 5.26 – – 0.9913

Present model 2.051 4.982 – 0.9999
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Figure 4 displays results of model (6) which has the minimum overall RMSE of 2.245

MJ/m2/day, 2.470MJ/m2/day, and 1.439MJ/m2/day of the Bp with learning rate and mo-

mentum algorithm. The coefficient of determination R2 obtained for the datasets is almost

0.9999. This showed that there is a good agreement between measured and predicted

datasets. We observed from the chart that ANN-predicted results of GSR of the second

algorithm are better than the ANN-predicted results of GSR of the first algorithm and are

considered more consistent with measured data for almost all the datasets.

Table 4 displays the values of RMSEave.( ave. is referred to the average test values for

selected test cities), MAPEave
,
. and R2 in the present study and other similar studies in

literature [3, 6–8].

Conclusions
In this paper, ANN-based models were employed for evaluating and predicting of glo-

bal solar radiation for three cities in Egypt. According to the statistical indicators, the

second algorithm is better than the other ANN models in the testing data. Moreover,

in all cases, R2 is greater than 99% and RMSE values are small. This indicated that the

Bp with momentum and learning rate algorithm is better than the basic Bp algorithm,

and the performance of the second algorithm is the best in all cities. These results

showed that the developed ANN model can be the best alternative to the traditional

estimation models with acceptable accuracy.
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