Journal of the Egyptian Mathematical Society (2015) 23, 67-72

— X\ / -
S

Egyptian Mathematical Society

1| | Journal of the Egyptian Mathematical Society

www.etms-eg.org
www.elsevier.com/locate/joems

ORIGINAL ARTICLE

On asymptotically ideal equivalent sequences

Bipan Hazarika

@ CrossMark

Department of Mathematics, Rajiv Gandhi University, Rono Hills, Doimukh 791112, Arunachal Pradesh, India

Received 16 September 2013; revised 13 December 2013; accepted 27 January 2014

Available online 18 March 2014

KEYWORDS Abstract

Ideal;

I-convergence;
Asymptotically equivalent
sequence

2010 MATHEMATICS SUBJECT CLASSIFICATION:

In this article we introduce the notion of asymptotically I-equivalent sequences. We
prove the decomposition theorem for asymptotically /-equivalent sequences. Further, we will pres-
ent four theorems that characterize asymptotically I-equivalent of multiple A and the regularity of
asymptotically /-convergence by using a sequence of infinite matrices.
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1. Introduction

Throughout w, £y, ¢, ¢o, ¢', ¢}, m", and m{ denote all, bounded,
convergent, null, I-convergent, I-null, bounded I-convergent
and bounded I-null class of sequences, respectively. Also N
and R denote the set of positive integers and set of real num-
bers, respectively. Further Sé denote the subset of the space
m} with non-zero terms.

The notion of statistical convergence is a very useful func-
tional tool for studying the convergence problems of numerical
sequences/matrices (double sequences) through the concept of
density. It was first introduced by Fast [1] and Schoenberg [2],
independently for the real sequences. Later on it was further
investigated from sequence space point of view and linked with
the summability theory by Fridy [3] and many others. The idea

E-mail address: bh_rgu@yahoo.co.in
Peer review under responsibility of Egyptian Mathematical Society.

&

ELSEVIER Production and hosting by Elsevier

is based on the notion of natural density of subsets of N, the
set of positive integers, which is defined as follows. The natural
density of a subset of N is denoted by J(E) and is defined by

1
O(E) = lim ~|{k <n:k € E}],

where the vertical bar denotes the cardinality of the respective
set.

The notion of I-convergence (I denotes an ideal of subsets
of N), which is a generalization of statistical convergence,
was introduced by Kostyrko et al. [4]. Later on it was further
investigated from sequence space point of view and linked with
summability theory by Salat et al. [5,6], Tripathy and Hazarika
[7] and many others.

A non-empty family of sets 7/C P(N) (power set of N) is
called an ideal of N if (i) for each 4,B €I, we have
AUB € I (ii) for each 4 € Tand BC A, we have B € I. A fam-
ily FC P(N) (power set of N) is called a filter of N if (i) ¢ ¢ F;
(ii) for each 4, B € F, we have AN B € F; and (iii) for each
A€ F and BD A, we have B € F. An ideal I is called non-
trivial if /#¢ and N ¢ . It is clear that / C P(N) is a non-trivial
ideal if and only if the class F = F(I) = {N — A4 : A € [} is afil-
ter on N. The filter F([) is called the filter associated with the
ideal 1. A non-trivial ideal 7C P(N) is called an admissible
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ideal of N if it contains all singletons, i.e., if it contains
{{x}:x e N}

In [8], Marouf introduced the definition for asymptotically

equivalent of two sequences. In [9], Pobyvancts introduced
the concept of asymptotically regular matrices, which preserve
the asymptotic equivalence of two nonnegative numbers
sequences. The frequent occurrence of terms having zero value
makes a term-by-term ratio inapplicable in many cases. In [3],
Fridy introduced new ways of comparing rates of convergence.
If x is in /',
R, (x) = )
x is a bounded sequence, he used the supremum of the remain-
ing terms which is given by u,x := sup, ,|x|. In [10], Patterson
introduced the concept of asymptotically statistically equiva-
lent sequences and natural regularity conditions for nonnega-
tive summability matrices.

In present study we introduce the definition of asymptoti-
cally I-equivalent sequences and prove the decomposition the-
orem for asymptotically I-equivalent sequences and some
interesting theorems related to this notion.

he used the remainder sum, whose nth term is
as n — oo. If

S0 |xk], and examined the ratio

2. Definitions and notations

Definition 2.1. [1,3]. A sequence (i) is said to be textitstatis-
tically convergent to xp if for each &>0, the set
E(e) = {k € N : |x; — xo| = ¢} has natural density zero.

Definition 2.2 [4]. A sequence (xy) is said to be I-convergent if
there exists a number x;, such that for each ¢ > 0, the set

{keN:

Xp—Xo| = e} €L

Definition 2.3 [4]. Let (x;) and (y;) be two real sequences,
then we say that x; =y for almost all k related to 7
(a.a.k.r.d) if the set {k € N : x; 7y, } belongs to I.

Definition 2.4 [4]. An admissible ideal I is said to have the
property (4P) if for any sequence {4, 4,, ...} of mutually dis-
joint sets of I, there is sequence {By, By, ...} of sets such that
each symmetric difference 4;AB;(i=1,2,3,...) is finite and
UsiBiel

Example 2.1. If we take /=1;={4CN: A4 is a finite subset}.
Then, I is a non-trivial admissible ideal of N and the
corresponding convergence coincide with usual convergence
of sequences.

Example 2.2. If we take /=1, ={4ACN:(4) =0}, where
0(A4) denote the asymptotic density of the set 4. Then J; is a
non-trivial admissible ideal of N and the corresponding con-
vergence coincide with statistical convergence of sequences.

Let ¢! = {x = (x3) : 52, |x4| < 00}
For a summability transformation 4, we use d(A) to denote
the domain of A4:

d(A) = {x = (xx) : limZamkx/( exists}.

=1
Also S5 =

{x=(x¢):xx = 6>0 for all k} and

So = {the set of all nonnegative sequences which have at
most a finite number of zero entries}.
For a sequence x = (x;) in ¢' or £, we also define
o0

Z|xk| and u,x = sup|X/<| forn = 0.

k=n k=n

R,(x) =

Definition 2.5 [8]. Two nonnegative sequences (xx) and (y;)
are said to be asymptotically equivalent, written as x ~ y if

hm =1.

k- Yk

Definition 2.6. If 4 = (a,) is a sequence of infinite matrices,
then a sequence x = (x;) € £, is said to be A-summable to
the value x, if

lim( Ax = lim E Ay 1 X = Xo-
n n

Definition 2.7. A summability matrix A is asymptotically regu-
lar provided that Ax ~ Ay whenever x ~ y,x € Sy and y € S
for some J > 0.

The following results will be used for establishing some
results of this article.

Lemma 2.1 (Pobyvancts [9]). A nonnegative matrix A is
asymptotically regular if and only if for each fixed integer m,

al’l m

lim =0.

100 320 e
Lemma 2.2. A matrix A which maps ¢, to ¢y if and only if

(a) lim,_a,; for k=1,2,3,...

(b) There exists a number M >0 such that for each
n, > oy lank| < M. Throughout the article I is an admissi-
ble ideal of subsets of N.

3. Asymptotically I-equivalent sequences

In this section we introduce the following definitions and prove
the decomposition theorem and some interesting theorems.

Definition 3.1. Two nonnegative sequences x = (x;) and
v = () are said t(; be asymptotically I-equivalent of multiple
) € R, written as x ~ y, provided for every ¢ > 0, and y, 70, the

set

{keN
Ve

belongs to 7 and in this case we write / — llmk =/, simply
dsymptotlcdlly I- equwdlent if A=1.1Itis easy to “observe that

X ~y is equivalent to Nyk . From this observation it follow,
that we obtain the same notion if we use all real 1's, some 170,

or just A =1.

Example 3.1. Let us consider the sequences x = (x;) and
= () as follows:
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. 3k, if k is even;
“Tlh+2)", ifkisodd

and

K if k is even;
KT\ 3(k+2)7", ifkis odd

Therefore we have

Xi 3, if k is even;
v |3, ifkisodd
Thus

{keN: B73’ >g}el
Yk

Hence x = (x;) and y = (y,) are asymptotically -equivalent of
multiple 3.

Definition 3.2. A summability matrix 4 is said to be asymptot-
ically I-regular provided that Ax X Ay whenever xfl\’iy,x € Sé
and y € S5 for some 6 > 0.

Example 3.2. Let us consider the sequences x = (x;) and
v = () as follows:

xy =3=y, forall ke N.
Let A be defined as follows:

S OO OO OO W
S O O O O O W o
S OO OO WO W
S O OO WO WO
S OO WO WO O
S O W O W o o O
S WO WO O O O
W O W o O o O O
S WO OO O O O

0 0 0 0 0 0 0 0 3.
cdots cdots cdots cdots cdots cdots cdots cdots cdots ...

We have
Ax = (18,18,...) = Ay
Then we have
A>
F—tim™ = 1 and 7— fim U _
k Vi n (Ay)n

ie. x!'vy implies Ax A Ay.

Theorem 3.1. Let x = (x;) and y = (y,) be two elements in S}
be such that x % y. Then there exists a sequence z = (z;) in Sy

such that x ~ y Lz,
Proof. The proof of the theorem is trivial, thus omitted. [

Theorem 3.2. Let [ has the property (AP). Let
x=(x1),y = (7)) € S, then the followings are equivalent:

(1) xflvy.

(ii) There exist X' = (x,),y' = (¥,) € Sy such that x; = xj, for
a.akrl y, =y, foraakrlandx ~y.

(i) There exists a subset K = {k;:i € N} of N such that
K € F and (xi,) ~ (v,)-

Proof. (i) = (i) Let x = (x;) € S}, then there exists a subset
A, of N with A, € F such that

limx; = 0, over 4.
k

Again if y = (y,) € S}, then there exists a subset 4, of N with
A, € F such that
li/myk =0, over A4,.

Let xAIJy, then there exists a subset 43 of N with 43 € F
such that

limﬁzo, over As.
K Vi
LetA:AlﬁAzﬂA3, then 4 € F.

We define the subsequences x' = (x}), ' = (»}) as follows:

, Xics if kK € 4;
X = 3 .
k=7, otherwise
and
, Vi, ifkeA,;
Tk = k=3, otherwise

Clearly x' = (x),y" = () € So and x; = x}, for a.a.k.r.r;
Vi =y for a.ak.r.d. Also we have x' ~ ).

(i) = (iii) Let X’ = (x}),»" = ()}) € So be such that x; = x),
for a.a.k.r.I; y, =y} for a.ak.rdand x' ~ y'.

Let Bi={keN:xy=x;} and Bo={keN:y, =y}
Then By,B, € F.

Put K= B, NB,. Then K € F.
Since K C N, we can enumerate K as K= {k;:ie N}.

Then (xi,) = (x},) € So and (y,) = (},) € So. Also we have

X X
—=——1las/— oo
Yo Vi

Hence (xi,) ~ (7;,)-

(iif) = (i) Let K = {k; : i € N} be a subset of N with K € F

and (xt,) ~ (,)- Then, we have
lim ™% = 1.
! y/(,‘

Therefore we have
T 1’ > p} el

{kGN:
Yk

Hence x fLy. O

Theorem 3.3. A necessary and sufficient condition for a
sequence of summability matrices A to be asymptotically I-reg-
ular is that for each fixed positive integer ky:
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(1) Z;‘):lan‘p is bounded for each n;
(ii) For ¢ > 0 and for each k, such that

ko
{pGN iy 28}61.

Zp la"P
Proof. The necessary part of this theorem is easy, so omitted.
To establish the sufficient part, let ¢ >0 be given and
'Ny,x € S’ and y € S5 for some ¢ > 0, then we have for
some ¢t =1 2,3,...,

(A= &)yip < Xiy < (A+¢), for a.ak.rl. (3.1)
Let us consider the following:
(4x), Zzzlanﬁpxp + Dt
(Ay)n Z/t;:la”vﬂyp + Z;C:l+ta”aﬁyp
Z/}:]Ha”"’y/’ Zp:lwa”"’y/’
= - . (3.2)
S

The inequality (3.1) implies that

S
lim 2=t

=) for a.an.r.l.
n Zp 14 p))p

Since x € S} and y € S5 for some § > 0 and condition (ii)
holds, we obtain the following:

t
2 p—1npX,
1%n,p-p
lim == - =0, for a.an.r.l
b
" Zp 1+ta”‘1’yﬂ
and
Z 14npY,
lim=L——=" —0, for a.a.n.r.l
n Zp 14:4npY)p

Thus from the relation (3.2), we have

. (4x)
lim " =) for a.an.r.l
n (Ay),
ie.
(Ax) . }
neN:|—2—1l =z¢ep el
{ ‘(Ay)n

This implies that Axi’JAy, whenever x4 y,x € S) and
y € S;, for some 6 > 0.

This completes the proof. [

Theorem 3. 4 Let A = (a,x) be an infinite nonnegative matrix.
Suppove xwy and x € S and y € S;, for some &> 0. Then

(uAx) ~ (,uAy) if and only if for each i=1,2,3,...and for
&> 0 such that
aﬂl
neN: ep €l
{ E/ la":/ }
Proof. Suppose for for ¢ > 0 and for each i =1,2,3,... such

that

ant
neN: >ep el
{ Z 14n, }

We want to show that (uAx) L(,uAy).

Since x4 y, then there exists a bounded sequence z = (zk)
with I-limit zero such that x, = y, (1 + z;),k = 1,2,3,.... Then
for each n, we have the following:

(:qu)n — Sup/cZn(Ax)k
(:uAy)n Supk;n(Ay)/(
o0
_ Supk;ryZi:lakvixi
- o0
SupkznZi:| Ai.iVi
SUPg 21 i (Vi + ViZi
SUPy s D iV
< Squzn‘Ziﬂk,i(J’i +y[Zi)’
(o ¢]
Supk?nZi:lakai
Supk?nZ;ﬂ:lak,iyi|Zf|
+ 63

SUPs Do iV
Supk2n2210+lak,fyi|zi|

Supk?nzzlakw’yi
where ¢, is a positive integer.

Since z is a bounded null sequence, therefore sup;|z;| < oo

and for any ¢ > 0, there exists a positive integer 7, such that
|zj| < e for j > t. Therefore we have
Supk >nak lyl

(uAx), _
1+sup|z| ——en el
( A ) ]Z upk>nz, 1llkzy,
Ssupk>fozi:tg+lak.iy[

oC
SUDP)s D iy Hh iV

fo
SUPy > kil i
<1+ sup\z,-\E — ==
j 1 SUP) s i1 Gk i

<1

According to the hypothesis, we obtain the following:

Ay i &
= <—sup|zj| sup y;, for a.a.k.r.l.
>oiki  to 0<i<to

For n > t, we have

(nAx),
(ndy),

This implies that

A>
o (#AX),
n (udy),
In a similar manner, we can prove that

. A>
i A%,
n (udy),
Thus we have

. A
Jim (1A%,
n (udy),

<1l+e+eg, for aanr.l

< 1, for a.a.n.r.I

> 1, for a.a.n.r.l.

=1, for a.a.n.r.I
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Next, suppose that (pAx) rlv(,uAy), forxAyand x e Sy and
y € S5, for some § > 0. If we consider the sequences x and y
defined by

xy=1=y, forall k e N.
Then (udx) A(udy). ie.
i S0P 5
n Supk)nZizlak-f

Therefore, there exists K >0 such that {37 a},_, is
bounded by K.
Suppose
ayi

neN: :
{ Z,‘Oilan,i

Then there exists y > 0 and a sequence n; < n, < ... such
that
au,i

Do u,

For s > 0 and define the sequences x and y by

{ l+s, ifk=i
Xk = .
1, otherwise
and

vy =1forall ke N.
Clearly xrlvy and x,y € S;. Consider the following limit:

=1, for a.a.n.r.l

<8}€Ff0rsomeiandg>0.

=>yforu=1,23....

o0
. Supk?uZ/:] Ay jXj .
lim - = lim

U—00 SuP/c>uZ]:1ank JYp e

Supk 2142/’021 (a'lk J + Sa”k :f)
o0

SUPL=,D j=19n.j

o ¢] (o 0]
SUP >, (Z/:] Ay j + 57’2/:1 an/n/')

#=00 Sup/c?zlzzl Ay j
=1+s.
We choose s = %, then we have
Ax
o WA, 52
u=oo (nAy),,

This contradicts that (udx) L(udy). O
Example 3.3. We consider the sequences x and y defined by

xy =3=y, forall k e N.
Let A be defined as follows:

202000000
012100000
00202202000
000121000
000020200
000 O0O0OT1Z2T1FP®0
000 O0O0O0Z20 2
000 O0O0O0O0OT12
000 O0O0O0O0OTO0?2

We have

(nAdx) =12 = (nAy)

Then we have
x4y and (pdx) ~(uAy).

Also fori=1,2,3,...we have

a
neEN: = =ep €l
Zj:lan,/'

Example 3.4. Consider the sequences x and y defined by

x=(4,4,4,...) and y = (4,2,4,2,...).
Let

Ny

I
o o o =
S O e O
O - O O
Lo o o o

We have

Ax = (4,1,

1
Ay = (4=
y <727
Also we have

H"x

Hlly

1.e. w,x < ).
Again

(nAdx), {2, if n is odd,;

1, if niseven

=1n=1,203,...

(pAx),
(ndy),

and

has no limits as n — oo.

X ..

— has no limits as k — oo.
y

i.e

X y and (uAdx) olca(,uAy).

4. Applications

We can used this concept to the derivation of the continuous
time Gaussian channel capacity.
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