
Electronic Journal of Mathematical Analysis and Applications

Vol. 5(1) Jan. 2017, pp. 1-16.

ISSN: 2090-729(online)

http://fcag-egypt.com/Journals/EJMAA/

————————————————————————————————

GENERALIZATIONS OF SHERMAN’S INEQUALITY

BY MONTGOMERY IDENTITY AND GREEN FUNCTION

M. ADIL KHAN, JAMROZ KHAN AND J. PEČARIĆ

Abstract. In this paper, we give generalization of Sherman inequality by us-

ing Green function and Montgomery identity. We present Grüss and Ostrowski-
type inequalities related to generalized Sherman inequality. We give mean
value theorems and n-exponential convexity for the functional associated to

generalized inequality. We also give a family of functions which support our
results for exponentially convex functions and construct a class of means.

1. Introduction

For fixed m ≥ 2, let x = (x1, ..., xm) and y = (y1, ..., ym) denote two m-tuples.
Let

x[1] ≥ x[2] ≥ ... ≥ x[m], y[1] ≥ y[2] ≥ ... ≥ y[m],

x(1) ≤ x(2) ≤ ... ≤ x(m), y(1) ≤ y(2) ≤ ... ≤ y(m)

be their ordered components. We say that x majorizes y or y is majorized by x
and write

y ≺ x

if
k∑
i=1

y[i] ≤
k∑
i=1

x[i], k = 1, ....,m− 1, (1)

m∑
i=1

yi =
m∑
i=1

xi.

Note that (1) is equivalent to
m∑

i=m−k+1

y(i) ≤
m∑

i=m−k+1

x(i), k = 1, ....,m− 1.
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The following notion of Schur-convexity generalizes the definition of convex func-
tion via the notion of majorization.

A function F : S ⊆ Rm → R is called Schur-convex on S if

F (y) ≤ F (x) (2)

for every x, y ∈ S such that

y ≺ x.

A relation between one-dimensional convex function and m-dimensional Schur-
convex function is included in the following Majorization theorem proved by G. H.
Hardy, J. E. Littlewood and G. Pólya (see [10], [15, p. 333]).

Theorem 1 [Majorization theorem] Let I ⊂ R be an interval and x = (x1, ..., xm),
y = (y1, ..., ym) ∈ Im. Let ϕ : I → R be continuous function. Then a function
F : Im → R, defined by

F (x) =
m∑
i=1

ϕ(xi),

is Schur-convex on Im if and only if ϕ is convex on I.

The following theorem gives weighted generalization of Majorization theorem
(see [9], [15, p. 323]).
Theorem 2 [Fuchs’s theorem] Let x = (x1, ..., xm), y = (y1, ..., ym) ∈ Im be two
decreasing m-tuples and p = (p1, ..., pm) be a real m-tuple such that

k∑
i=1

piyi ≤
k∑
i=1

pixi, k = 1, ....,m− 1,

m∑
i=1

piyi =
m∑
i=1

pixi.

Then for every continuous convex function ϕ : I → R, we have

m∑
i=1

piϕ(yi) ≤
m∑
i=1

piϕ(xi).

The Jensen inequality in the form

ϕ

(
1

Pm

m∑
i=1

pixi

)
≤ 1

Pm

m∑
i=1

piϕ (xi) (3)

for convex function ϕ, where p = (p1, . . . , pm) is a nonnegative m-tuple such that
Pm =

∑m
i=1 pi > 0, can be obtained as a special case of the previous result putting

y1 = y2 = ... = ym = 1
Pm

∑m
i=1 pixi.

A natural problem of interest is extension of notation from m-tuples (vectors) to
m× l matrices A = (aij) ∈ Mml(R). In order that, we introduce the notion of row
stochastic and double stochastic matrices.
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A matrix A = (aij) ∈ Mml(R) is called row stochastic if all of its entries are
greater or equal to zero, i.e. aij ≥ 0 for i = 1, ...,m, j = 1, ..., l and the sum of

the entries in each row is equal to 1, i.e.
l∑

j=1

aij = 1 for i = 1, ...,m. If in addition

the transpose AT = (aji) of A = (aij) is row stochastic, then A is called doubly
stochastic. In other words, A = (aij) ∈ Mml(R) is called double stochastic if all of
its entries are greater or equal to zero (nonnegative), i.e. aij ≥ 0 for i = 1, ...,m,
j = 1, ..., l and the sum of the entries in each column and each row is equal to 1,

i.e.
m∑
i=1

aij = 1 for j = 1, ..., l and
l∑

j=1

aij = 1 for i = 1, ...,m.

It is well known that for x,y ∈ Rl is valid
y ≺ x if and only if y = xA

for some double stochastic matrix A ∈ Mml(R).

The concept of majorization has many important applications in different areas
of research. Some recent results, which give generalizations of majorization theorem
with applications, can be found in [1]-[5], [12].

The next generalization is obtained by S. Sherman (see [13], [17]).

Theorem 3 [Sherman’s theorem] Let x = (x1, ..., xl) ∈ [α, β]l, y = (y1, ..., ym) ∈
[α, β]m, u = (u1, ..., ul) ∈ [0,∞)l, v = (v1, ..., vm) ∈ [0,∞)m and

y = xAT and u = vA (4)

for some row stochastic matrix A = (aij) ∈ Mml(R). Then for every convex func-
tion ϕ : [α, β] → R we have

m∑
i=1

viϕ(yi) ≤
l∑

j=1

ujϕ(xj). (5)

Remark 1 In a special case, from Sherman’s theorem we get Fuchs’s theorem.
When m = l, and all weights vi and uj are equal and nonnegative, the condition
u = vA assures the stochasticity on columns, so in that case we deal with doubly
stochastic matrices.

Consider the Green function G defined on [α, β]× [α, β] by

G(t, s) =

{
(t−β)(s−α)

β−α , α ≤ s ≤ t;
(s−β)(t−α)

β−α , t ≤ s ≤ β.
(6)

The function G is convex in s, it is symmetric, so it is also convex in t. The function
G is continuous in s and continuous in t.

For any function ϕ : [α, β] → R, ϕ ∈ C2([α, β]), we can easily show by integrating
by parts that the following is valid

ϕ(x) =
β − x

β − α
ϕ(α) +

x− α

β − α
ϕ(β) +

∫ β

α

G(x, s)ϕ′′(s)ds, (7)

where the function G is defined as above in (6) ([18]).
In order to obtain our main results in the present paper, we use the following

generalized Montgomery identity given in paper [7].
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Theorem 4. Let n ∈ N, ϕ : I → R be such that ϕ(n−1) is absolutely continuous,
I ⊂ R an open interval, α, β ∈ I and α ≤ β. Then the following identity holds

ϕ (x) =
1

β − α

∫ β

α

ϕ (t) dt+
n−2∑
k=0

ϕ(k+1) (α)

k! (k + 2)

(x− α)
k+2

β − α
−
n−2∑
k=0

ϕ(k+1) (β)

k! (k + 2)

(x− β)
k+2

β − α

+
1

(n− 1)!

∫ β

α

Tn (x, s)ϕ
(n) (s) ds, (8)

where

Tn (x, s) =


− (x−s)n
n(β−α) +

x−α
β−α (x− s)

n−1
, α ≤ s ≤ x,

− (x−s)n
n(β−α) +

x−β
β−α (x− s)

n−1
, x < s ≤ β.

(9)

To complete the Introduction, we state definition of divided differences and
n-convexity (see for example [15]).

Definition 1 The divided difference of order n, n ∈ N, of the function
ϕ : [α, β] → R at mutually different points x0, x1, ..., xn ∈ [α, β] is defined re-
cursively by

[xi;ϕ] = ϕ(xi), i = 0, ..., n

[x0, ..., xn;ϕ] =
[x1, ..., xn;ϕ]− [x0, ..., xn−1;ϕ]

xn − x0
.

The value [x0, ..., xn;ϕ] is independent of the order of the points x0, ..., xn.

This definition may be extended to include the case in which some or all the
points coincide. Assuming that ϕ(j−1)(x) exists, we define

[x, ..., x︸ ︷︷ ︸
j-times

;ϕ] =
ϕ(j−1)(x)

(j − 1)!
. (10)

Definition 2 A function ϕ : [α, β] → R is n-convex, n ≥ 0, if for all choices of
(n+ 1) distinct points xi ∈ [α, β], i = 0, ..., n, the inequality

[x0, x1, ..., xn;ϕ] ≥ 0

holds.
From Definition 2, it follows that 2-convex functions are just convex functions.
Furthermore, 1-convex functions are increasing functions and 0-convex functions
are nonnegative functions.

2. Main results

In the following theorem we give general identity for Sherman’s inequality.

Theorem 5 Let n ∈ N, n ≥ 4, ϕ : I → R be such that ϕ(n−1) is absolutely
continuous, I ⊂ R an open interval, α, β ∈ I, α < β. Suppose that x = (x1, ..., xl) ∈
[α, β]l, y = (y1, ..., ym) ∈ [α, β]m, u = (u1, ..., ul) ∈ Rl, v = (v1, ..., vm) ∈ Rm be
such that (4) holds for some matrix A = (aij) ∈ Mml(R) satisfying the condition
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l∑
j=1

aij = 1, i = 1, 2, ...,m. Let G and Tn be as defined in (6) and (9) respectively.

Then

l∑
p=1

upϕ(xp)−
m∑
q=1

vqϕ(yq)

=

∫ β

α

[
l∑

p=1

upG(xp, t)−
m∑
q=1

vqG(yq, t)

]
×

[
1

β − α

∫ β

α

ϕ (t) dt+

n−4∑
k=0

ϕ(k+1) (α)

k! (k + 2)

(t− α)
k+2

β − α
−
n−4∑
k=0

ϕ(k+1) (β)

k! (k + 2)

(t− β)
k+2

β − α

]
dt

+
1

(n− 1)!

∫ β

α

∫ β

α

[
l∑

p=1

upG(xp, t)−
m∑
q=1

vqG(yq, t)

]
Tn−2 (t, s)ϕ

(n) (s) dsdt. (11)

Proof. By an easy calculation, using (7) in
l∑

p=1
upϕ(xp)−

m∑
q=1

vqϕ(yq) and applying

(4), we have

l∑
p=1

upϕ(xp)−
m∑
q=1

vqϕ(yq)

=

∫ β

α

[
l∑

p=1

upG(xp, t)−
m∑
q=1

vqG(yq, t)

]
ϕ′′(t)dt. (12)

By Theorem 4 the function ϕ′′(t) can be expressed as

ϕ′′ (t) =
1

β − α

∫ β

α

ϕ (t) dt+
n−4∑
k=0

ϕ(k+1) (α)

k! (k + 2)

(t− α)
k+2

β − α
−
n−4∑
k=0

ϕ(k+1) (β)

k! (k + 2)

(t− β)
k+2

β − α

+
1

(n− 1)!

∫ β

α

Tn−2 (t, s)ϕ
(n) (s) ds. (13)

Now, combining (12) and (13), we get (11).

Now we state the main generalization of the Sherman inequality by using the
above obtained identity.
Theorem 6 Suppose that all the assumptions of Theorem 5 hold. Additionally, if
for any even n the function ϕ : I → R is n-convex and

l∑
p=1

upG(xp, t)−
m∑
q=1

vqG(yq, t) ≥ 0, t ∈ [α, β].
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Then the following inequality holds

l∑
p=1

upϕ(xp)−
m∑
q=1

vqϕ(yq)

≥
∫ β

α

[
l∑

p=1

upG(xp, t)−
m∑
q=1

vqG(yq, t)

]
×

[
1

β − α

∫ β

α

ϕ (t) dt+
n−4∑
k=0

ϕ(k+1) (α)

k! (k + 2)

(t− α)
k+2

β − α
−
n−4∑
k=0

ϕ(k+1) (β)

k! (k + 2)

(t− β)
k+2

β − α

]
dt.

(14)

Proof. Since the function ϕ is n-convex so we have ϕ(n) ≥ 0. Also it is obvious
that if n is even then Tn ≥ 0 because

Case I: If α ≤ s ≤ x, then x− a ≥ x− s and hence (x− α)(x− s)n−1 ≥ (x− s)n

that is
(x− α)(x− s)n−1

β − α
≥ (x− s)n

β − α
≥ (x− s)n

n(β − α)
.

So in this case from (9) we have Tn ≥ 0.

Case II: If x < s ≤ β, then x − s < 0 and s − β ≤ 0. As n is even so we
have (x− s)n−1 < 0, therefore we have

(x− s)n−1(s− β) ≥ 0

⇒ (x− s)n−1(x− β + s− x) ≥ 0

⇒ (x− s)n−1(x− β)− (x− s)n ≥ 0

that is
(x− s)n−1(x− β)

β − α
≥ (x− s)n

β − α
≥ (x− s)n

n(β − α)
.

So in this case from (9) we have Tn ≥ 0.
Now using (6) and the positivity of Tn and ϕ(n) in (11) we get (14).

In the following theorem we prove generalization of Sherman’s theorem by using
(4) for positive weights.
Theorem 7 Let n ∈ N, n ≥ 4, ϕ : I → R be such that ϕ(n−1) is absolutely contin-
uous, I ⊂ R an open interval, α, β ∈ I, α < β. Let x = (x1, x2, ..., xl) ∈ [α, β]l ,
y = (y1, y2, ..., ym) ∈ [α, β]m, u = (u1, u2, ..., ul) ∈ [0,∞]l and v = (v1, v2, ..., vm) ∈
[0,∞]m be such that (4) holds for some row stochastic matrix A = (aij) ∈ Mml(R).
If n is even and ϕ is n-convex function. Then the inequality (14) holds. Moreover,
if (14) holds and the function

L(.) = G(., t)

(
1

β − α

∫ β

α

ϕ (t) dt+

n−4∑
k=0

ϕ(k+1) (α)

k! (k + 2)

(t− α)
k+2

β − α
−
n−4∑
k=0

ϕ(k+1) (β)

k! (k + 2)

(t− β)
k+2

β − α

)
.

(15)

is convex on [α, β], then (5) holds.
Proof. Since the function G(., t), t ∈ [α, β], is convex, so by Sherman’s theorem it
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holds that
l∑

p=1

upG(xp, t)−
m∑
q=1

vqG(yq, t) ≥ 0, t ∈ [α, β].

Applying Theorem 6 we get (14).
Since (14) holds, the right hand side of (14) can be rewritten in the form

l∑
p=1

upL(xp)−
m∑
q=1

vqL(yq),

where L is defined by (15). If L is convex, then by Sherman’s theorem we have

l∑
p=1

upL(xp)−
m∑
q=1

vqL(yq) ≥ 0,

i.e. the right hand side of (14) is nonnegative, so the inequality (5) immediately
follows.

3. Grüss and Ostrowski type inequalities related to generalized
Sherman’s Inequality

P. Cerone and S. S. Dragomir [8], considering Čebyšev functional

T (f, g) :=
1

β − α

∫ β

α

f(t)g(t)dt− 1

β − α

∫ β

α

f(t)dt · 1

β − α

∫ β

α

g(t)dt

for Lebesgue integrable functions f, g : [α, β] → R, proved the following two results
which contain the Grüss and Ostrowski type inequalities.
Theorem 8. Let f : [α, β] → R be Lebesgue integrable and g : [α, β] → R be
absolutely continuous with (· − α)(β − ·)(g′)2 ∈ L[α, β]. Then

|T (f, g)| ≤ 1√
2
[T (f, f)]

1
2

1√
β − α

(∫ β

α

(x− α)(β − x)[g′(x)]2dx

) 1
2

. (16)

The constant 1√
2
in (16) is the best possible.

Theorem 9 Let g : [α, β] → R be monotonic nondecreasing and f : [α, β] → R be
absolutely continuous with f ′ ∈ L∞[α, β]. Then

|T (f, g)| ≤ 1

2(β − α)
∥f ′∥∞

∫ β

α

(x− α)(β − x)dg(x). (17)

The constant 1
2 in (17) is the best possible.

Using previous two theorems we obtain upper bounds for the identity (11) related
to generalizations of Sherman’s inequality.

To avoid many notations, under the assumptions of Theorem 5 , we define the
function P : [α, β] → R by

P(s) =

∫ β

α

[
l∑

p=1

upG(xp, t)−
m∑
q=1

vqG(yq, t)

]
Tn−2(t, s)dt. (18)
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Then T (P,P) denotes Čebyšev functional

T (P,P) =
1

β − α

∫ β

α

P2(s)ds−

(
1

β − α

∫ β

α

P(s)ds

)2

.

Theorem 10 Let ϕ : [α, β] → R be such that ϕ(n) is absolutely continuous with
(· − α)(β − ·)(ϕ(n+1))2 ∈ L[α, β] and P be defined as in (18). Then

κ(ϕ;α, β) =
l∑

p=1

upϕ(xp)−
m∑
q=1

vqϕ(yq)−
∫ β

α

[
l∑

p=1

upG(xp, t)−
m∑
q=1

vqG(yq, t)

]
×

[
1

β − α

∫ β

α

ϕ (t) dt+
n−4∑
k=0

ϕ(k+1) (α)

k! (k + 2)

(t− α)
k+2

β − α
−
n−4∑
k=0

ϕ(k+1) (β)

k! (k + 2)

(t− β)
k+2

β − α

]
dt

− ϕ(n−1)(β)− ϕ(n−1)(α)

β − α

∫ β

α

P(s)ds (19)

and κ(ϕ;α, β) satisfies the estimation

|κ(ϕ;α, β)| ≤
√
β − α√

2(n− 1)!
[T (P,P)]

1
2

∣∣∣∣∣
∫ β

α

(s− α)(β − s)[ϕ(n+1)(s)]2ds

∣∣∣∣∣
1
2

. (20)

Proof. Applying Theorem 8 for f → P and g → ϕ(n), we get∣∣∣∣∣ 1

β − α

∫ β

α

P(s)ϕ(n)(s)ds− 1

β − α

∫ β

α

P(s)ds · 1

β − α

∫ β

α

ϕ(n)(s)ds

∣∣∣∣∣
≤ 1√

2
[T (P,P)]

1
2

1√
β − α

(∫ β

α

(s− α)(β − s)[ϕ(n+1)(s)]2ds

) 1
2

.

Therefore, we have

1

(n− 1)!

∫ β

α

P(s)ϕ(n)(s)ds =

(
ϕ(n−1)(β)− ϕ(n−1)(α)

)
(n− 1)!(β − α)

∫ β

α

P(s)ds+ κ(ϕ;α, β),

where the remainder κ(ϕ;α, β) satisfies the estimation (20). Now from the identity
(11) we obtain (19).
Theorem 11 Let ϕ : [α, β] → R be such that ϕ(n) is monotonic nondecreasing
on [α, β] and P be defined as in (18). Then (19) holds and κ(ϕ;α, β) satisfies the
estimation

|κ(ϕ;α, β)| ≤ ∥P ′∥∞
(n− 1)!

{
ϕ(n−1)(β) + ϕ(n−1)(α)

2
− ϕ(n−2)(β)− ϕ(n−2)(α)

β − α

}
. (21)

Proof. Applying Theorem 9 for f → P and g → ϕ(n), we get∣∣∣∣∣ 1

β − α

∫ β

α

P(s)ϕ(n)(s)ds− 1

β − α

∫ β

α

P(s)ds · 1

β − α

∫ β

α

ϕ(n)(s)ds

∣∣∣∣∣
≤ 1

2(β − α)
∥P ′∥∞

∫ β

α

(s− α)(β − s)ϕ(n+1)(s)ds. (22)
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Since ∫ β

α

(s− α)(β − s)ϕ(n+1)(s)ds =

∫ β

α

[2s− (α+ β)]ϕ(n)(s)ds

= (β − α)
[
ϕ(n−1)(β) + ϕ(n−1)(α)

]
− 2

[
ϕ(n−2)(β)− ϕ(n−2)(α)

]
,

using identity (11) and the inequality (22) we deduce (21).

In the following theorem we present Ostrowski type inequality related to gener-
alizations of Sherman’s inequality.
Theorem 12 Let (p, q) be a pair of conjugate exponents, i.e. 1 ≤ p, q ≤ ∞ and

1/p + 1/q = 1. Let ϕ : [α, β] → R be such that
∣∣ϕ(n)∣∣p ∈ L[α, β] and P be defined

as in (18). Then∣∣∣∣∣
l∑

p=1

upϕ(xp)−
m∑
q=1

vqϕ(yq)

−
∫ β

α

[
l∑

p=1

upG(xp, t)−
m∑
q=1

vqG(yq, t)

]
×

[
1

β − α

∫ β

α

ϕ (t) dt+
n−4∑
k=0

ϕ(k+1) (α)

k! (k + 2)

(t− α)
k+2

β − α
−
n−4∑
k=0

ϕ(k+1) (β)

k! (k + 2)

(t− β)
k+2

β − α

]
dt

∣∣∣∣∣
≤ 1

(n− 1)!

∥∥∥ϕ(n)∥∥∥
p
∥P∥q .

The constant ∥P∥q is sharp for 1 < p ≤ ∞ and the best possible for p = 1.

Proof. Using the identity (11) and applying Hölder’s inequality we obtain∣∣∣∣∣
l∑

p=1

upϕ(xp)−
m∑
q=1

vqϕ(yq)

−
∫ β

α

[
l∑

p=1

upG(xp, t)−
m∑
q=1

vqG(yq, t)

]
×

[
1

β − α

∫ β

α

ϕ (t) dt+
n−4∑
k=0

ϕ(k+1) (α)

k! (k + 2)

(t− α)
k+2

β − α
−
n−4∑
k=0

ϕ(k+1) (β)

k! (k + 2)

(t− β)
k+2

β − α

]
dt

∣∣∣∣∣
≤ 1

(n− 1)!

∥∥∥ϕ(n)∥∥∥
p
∥P∥q . (23)

For the proof of the sharpness of the constant ∥P∥q let us find a function ϕ for

which the equality in (23) is obtained.
For 1 < p <∞ take ϕ to be such that

ϕ(n)(s) = sgnP(s) |P(s)|
1

1−p

For p = ∞ take ϕ(n)(s) = sgnP(s).
For p = 1 we prove that∣∣∣∣∣

∫ β

α

P(s)ϕ(n)(s)ds

∣∣∣∣∣ ≤ max
s∈[α,β]

|P(s)|

(∫ β

α

∣∣∣ϕ(n)(s)∣∣∣ ds) (24)
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is the best possible inequality. Assume that |P(s)| attains its maximum at s0 ∈
[α, β]. First we assume that P(s0) > 0. For ε small enough we define ϕε(s) by

ϕε(s) =


0, α ≤ s ≤ s0,
1
ε n! (s− s0)

n, s0 ≤ s ≤ s0 + ε,
1
n! (s− s0)

n−1, s0 + ε ≤ s ≤ β.

Then for ε small enough∣∣∣∣∣
∫ β

α

P(s)ϕ(n)(s)ds

∣∣∣∣∣ =
∣∣∣∣∫ s0+ε

s0

P(s)
1

ε
ds

∣∣∣∣ = 1

ε

∫ s0+ε

s0

P(s)ds.

Now from the inequality (24) we have

1

ε

∫ s0+ε

s0

P(s)ds ≤ P(s0)

∫ s0+ε

s0

1

ε
ds = P(s0).

Since,

lim
ε→0

1

ε

∫ s0+ε

s0

P(s)ds = P(s0)

the statement follows. In the case P(s0) < 0, we define ϕε(s) by

ϕε(s) =


1
n! (s− s0 − ε)n−1, , α ≤ s ≤ s0,

− 1
εn! (s− s0 − ε)n, s0 ≤ s ≤ s0 + ε,

0, s0 + ε ≤ s ≤ β,

and the rest of the proof is the same as above.

4. Mean value theorems and Exponential convexity with applications

Motivated by the inequality (14), under the assumptions of Theorems 6, we
define the linear functional Λ : Cn([α, β]) → R by

Λ(ϕ) =
l∑

p=1

upϕ(xp)−
m∑
q=1

vqϕ(yq)

−
∫ β

α

[
l∑

p=1

upG(xp, t)−
m∑
q=1

vqG(yq, t)

]
×

[
1

β − α

∫ β

α

ϕ (t) dt+
n−4∑
k=0

ϕ(k+1) (α)

k! (k + 2)

(t− α)
k+2

β − α
−
n−4∑
k=0

ϕ(k+1) (β)

k! (k + 2)

(t− β)
k+2

β − α

]
dt.

(25)

By Theorem 6, for every n-convex functions ϕ : [α, β] → R we have

Λ(ϕ) ≥ 0.

Using the linearity of this functional we derive mean-value theorems of Lagrange
and Cauchy type.
Theorem 13 Let ϕ ∈ Cn([α, β]) and Λ : Cn([α, β]) → R be the linear functional
defined by (25). Then there exist ξ ∈ [α, β] such that

Λ(ϕ) = ϕ(n)(ξ)Λ(φ),
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where φ(x) = xn

n! .

Proof. Similar to the proof of Theorem 4.1 in [11].

Theorem 14 Let ϕ, ψ ∈ Cn([α, β]) and Λ : Cn([α, β]) → R be the linear
functional defined by (25). Then there exists ξ ∈ [α, β] such that

Λ(ϕ)

Λ(ψ)
=
ϕ(n)(ξ)

ψ(n)(ξ)
,

provided that the denominators are non-zero.

Proof. Similar to the proof of Corollary 4.2 in [11].

Remark 2. With assumption that ϕ(n)

ψ(n) is an invertible function, as a consequence

of the previous theorem we get the single number

ξ =

(
ϕ(n)

ψ(n)

)−1(
Λ(ϕ)

Λ(ψ)

)
which is exactly mean of Chauchy type of the segment [α, β].
Applying Exponential convexity method [11], we construct some new families of
exponentially convex functions or in the special case logarithmically convex func-
tions. The outcome are some new classes of two-parameter Cauchy-type means.
In order that, we introduce the some basic definitions and results on exponential
convexity.

Through the rest of paper, I denotes an open interval in R.
Definition 3 For fixed n ∈ N, a function f : I → R is n-exponentially convex

in the Jensen sense on I if

n∑
i,j=1

pipjf

(
xi + xj

2

)
≥ 0

holds for all choices pi ∈ R and xi ∈ I, i = 1, ..., n.
A function f : I → R is n-exponentially convex on I if it is n-exponentially convex
in the Jensen sense and continuous on I.

The notation of n-exponential convexity is introduced in [14].

Remark 3 From Definition 3 it follows that 1-exponentially convex functions
in the Jensen sense are exactly nonnegative functions. Moreover, n-exponentially
convex functions in the Jensen sense are k-exponentially convex in the Jensen sense
for every k ∈ N, k ≤ n.

Definition 4 A function f : I → R is exponentially convex in the Jensen sense
on I if it is n-exponentially convex in the Jensen sense for all n ∈ N.

One of the most important properties of exponentially convex functions is their
integral representation (see [6, p. 211]).
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Theorem 15 The function f : I → R is exponentially convex on I if and only if

f(x) =

∫ ∞

−∞
etxdσ(s), (26)

for some non-decreasing function σ : R → R.
The next example is deduced using integral representation (26) and some results of
the Laplace transform (see [16, p. 214 ]).

Example 1 The function f : (0,∞) → (0,∞) defined by f(x) = e−k
√
x is expo-

nentially convex on (0,∞) for every k > 0 since e−k
√
x =

∫∞
0
e−xte−k

2/4t k

2
√
πt3

dt.

Definition 5 A function f : I → (0,∞) is said to be logarithmically convex in
the Jensen sense if

f

(
x+ y

2

)
≤
√
f(x)f(y)

holds for all x, y ∈ I.
Definition 6. A function f : I → (0,∞) is said to be logarithmically convex or
log-convex if

f ((1− λ)s+ λt) ≤ f(s)1−λf(t)λ

holds for all s, t ∈ I, λ ∈ [0, 1].
Remark 4 If a function is continuous and log-convex in the Jensen sense then it
is also log-convex. We can also easily see that for positive functions exponential
convexity implies log-convexity (consider the Definition 4 for n = 2).

The following lemmas are equivalent to definition of convexity (see [15]).
Lemma 1 Let f : I → R be a convex function. Then for any x1, x2, x3 ∈ I such
that x1 < x2 < x3 the following is valid

(x3 − x2) f (x1) + (x1 − x3) f (x2) + (x2 − x1) f (x3) ≥ 0.

Lemma 2 Let f : I → R be a convex function. Then for any x1, x2, y1, y2,∈ I
such that x1 ≤ y1, x2 ≤ y2, x1 ̸= x2, y1 ̸= y2 the following is valid

f (x2)− f (x1)

x2 − x1
≤ f (y2)− f (y1)

y2 − y1
.

In order to obtain results regarding the exponential convexity, we define the families
of functions as follows.

For every choice of l+1 mutually different points x0, x1, ..., xl ∈ [α, β] we define

• F1 = {ϕt : [α, β] → R : t ∈ I and t 7→ [x0, x1, ..., xl;ϕt] is n-exponentially
convex in the Jensen sense on I}

• F2 = {ϕt : [α, β] → R : t ∈ I and t 7→ [x0, x1, ..., xl;ϕt] is exponentially
convex in the Jensen sense on I}

• F3 = {ϕt : [α, β] → R : t ∈ I and t 7→ [x0, x1, ..., xl;ϕt] is 2-exponentially
convex in the Jensen sense on I}

Theorem 16 Let Λ be the linear functional defined as in (25) associated with
family F1. Then the following statements hold:

(i) The function t 7→ Λ(ϕt) is n-exponentially convex in the Jensen sense on I.
(ii) If the function t 7→ Λ(ϕt) is continuous on I, then it is n-exponentially

convex on I.
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Proof. (i) Let pj , sj ∈ R, j = 1, ..., n, and sjk =
sj+sk

2 , 1 ≤ j, k ≤ n. We consider
the function h : [α, β] → R defined by

h(x) =
n∑

j,k=1

pjpkϕsjk(x),

where ϕsjk ∈ F1.
Since the function t 7→ [x0, x1, ..., xl;ϕt] is n-exponentially convex in the Jensen
sense on I, we have

[x0, x1, ..., xl;h] =

n∑
j,k=1

pjpk
[
x0, x1, ..., xl;ϕsjk

]
≥ 0.

Hence, the function h is l-convex. Therefore, we have

Λ(h) =
n∑

j,k=1

pjpkΛ
(
ϕsjk

)
≥ 0.

Now we conclude that the function t 7→ Λ(ϕt) is n-exponentially convex in the
Jensen sense on I what we need to prove.
(ii) Follows from (i) and Definition 4.

The following corollary is an easy consequence of the previous theorem.
Corollary 1 Let Λ be the linear functional defined as in (25) associated with

family F2. Then the following statements hold:

(i) The function t 7→ Λ(ϕt) is exponentially convex in the Jensen sense on I.
(ii) If the function t 7→ Λ(ϕt) is continuous on I, then it is exponentially convex

on I.

Corollary 2 Let Λ be the linear functional defined as in (25) associated with family
F3. Then the following statements hold:

(i) If the function t 7→ Λ(ϕt) is continuous on I, then it is 2-exponentially
convex on I. If t 7→ Λ(ϕt) is additionally positive, then it is also log-convex
on I. Furthermore, for every choice r, s, t ∈ I, such that r < s < t, it holds

[Λ(ϕs)]
t−r ≤ [Λ(ϕr)]

t−s
[Λ(ϕt)]

s−r
.

(ii) If the function t 7→ Λ(ϕt) is positive and differentiable on I, then for all
r, s, u, v ∈ I such that r ≤ u, s ≤ v, we have

Mr,s (Λ,F3) ≤Mu,v (Λ,F3) , (27)

where

Mr,s (Λ,F3) =


(

Λ(ϕr)
Λ(ϕs)

) 1
r−s

, r ̸= s,

exp
(

d
dr (Λ(ϕr))

Λ(ϕr)

)
, r = s.

(28)

Proof (i) The first part of statement is an easy consequence of Theorem 16 and
the second one of Remark 4.
Since the function t 7→ Λ(ϕt) is log-convex on I, i.e. the function t 7→ log Λ(ϕt) is
convex on I, then applying Lemma 4 we have

(t− s) log Λ(ϕr) + (r − t) log Λ(ϕs) + (s− r) log Λ(ϕt) ≥ 0
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for every choice r, s, t ∈ I, such that r < s < t. Therefore, we have

[Λ(ϕs)]
t−r ≤ [Λ(ϕr)]

t−s
[Λ(ϕt)]

s−r
.

(ii) Applying Lemma 4 to the convex function t 7→ logA(ϕt), we get

log Λ(ϕr)− log Λ(ϕs)

r − s
≤ log Λ(ϕu)− log Λ(ϕv)

u− v
(29)

for r ≤ u, s ≤ v, r ̸= u, s ̸= v. Therefore, we have

Mr,s (Λ,F3) ≤Mu,v (Λ,F3) .

Case r = s, u = v follows from (29) as limiting case.

Remark 5 Note that the results from Theorem 4, Corollary 4 and Corollary
4 still hold when two of the points x0, ..., xl ∈ [a, b] coincide, say x1 = x0, for a
family of differentiable functions ϕt such that the function t 7→ ϕt [x0, ..., xl] is an n-
exponentially convex in the Jensen sense (exponentially convex in the Jensen sense,
log-convex in the Jensen sense), and furthermore, they still hold when all (l + 1)
points coincide for a family of l differentiable functions with the same property.
The proofs are obtained by (10) and suitable characterization of convexity.

As an example of application of the previous results, consider the family of
functions

Ω = {φt : (0,∞) → (0,∞) : t ∈ (0,∞)}

defined by

φt(x) =
e−x

√
t(

−
√
t
)n .

Since dnφt

dxn (x) = e−x
√
t > 0, the function φt is n-convex function for every t > 0.

Moreover, the function t 7→ dnφt

dxn (x) is exponentially convex. Therefore, using
the same arguments as in proof of Theorem 4, we conclude that the function t 7→
[x0, x1, ..., xl;φt] is exponentially convex (and so exponentially convex in the Jensen
sense ). Then from Corollary 1 it follows that t 7→ Λ(φt) is exponentially convex in
the Jensen sense. It is easy to verify that the function t 7→ Λ(φt) is continuous, so
it is exponentially convex.

For this family of functions, with assumption that [α, β] ⊂ (0,∞) and t 7→ Λ(φt)
is positive, (28) becomes

µη,ζ =

ζnηn .
l∑

p=1
upe

−xp
√
η −

m∑
q=1

vqe
−yq

√
η −A1

l∑
p=1

upe−xp

√
ζ −

m∑
q=1

vqe−yq
√
ζ −B1


1

η−ζ

, η ̸= ζ,

µη,η = exp


m∑
q=1

vqyqe
−yq

√
η −

l∑
p=1

upxpe
−xp

√
η +A2

2
√
η

(
l∑

p=1
upe−xp

√
η −

m∑
q=1

vqe−yq
√
η −A1

) − n

η

 ,
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where

A1 =

∫ β

α

[
l∑

p=1

upG(xp, t)−
m∑
q=1

vqG(yq, t)

]
×

[
e−β

√
η − e−α

√
η

β − α
+
n−4∑
k=0

(−√
η)k+1e−α

√
η

k! (k + 2)

(t− α)
k+2

β − α
−
n−4∑
k=0

(−√
η)k+1e−β

√
η

k! (k + 2)

(t− β)
k+2

β − α

]
dt

B1 =

∫ β

α

[
l∑

p=1

upG(xp, t)−
m∑
q=1

vqG(yq, t)

]
×

[
e−β

√
ζ − e−α

√
ζ

β − α
+

n−4∑
k=0

(−
√
ζ)k+1e−α

√
ζ

k! (k + 2)

(t− α)
k+2

β − α
−
n−4∑
k=0

(−
√
ζ)k+1e−β

√
ζ

k! (k + 2)

(t− β)
k+2

β − α

]
dt

A2 =

∫ β

α

[
l∑

p=1

upG(xp, t)−
m∑
q=1

vqG(yq, t)

]
×

[
e−β

√
ζ − e−α

√
ζ

β − α
+

n−4∑
k=0

dk+1

dxk+1 (xe
−x√η)|x=α

k! (k + 2)

(t− α)
k+2

β − α
−
n−4∑
k=0

dk+1

dxk+1 (xe
−x√η)|x=β

k! (k + 2)

(t− β)
k+2

β − α

]
dt

Using Theorem 14 it follows that

Mη,ζ (Λ,Ω) = −
(√

η +
√
ζ
)
logµη,ζ (Λ,Ω)

satisfies

α ≤Mη,ζ (Λ,Ω) ≤ β,

i.e. Mη,ζ (Λ,Ω) is mean. By Corollary 2, using (27), it follows that this mean is
monotonic.
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[12] N. Latif, J. Pečarić and I. Perić, On Majorization, Favard and Berwald’s inequalities, Annals

of Functional Analysis, 2 (1) (2011), 31-50.
[13] M. Niezgoda, Remarks on Sherman like inequalities for (α, β)-convex functions, Math. In-

eqal. Appl. 17 (4) (2014), 1579–1590.
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