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FRACTIONAL ORDER CLIMATE CHANGE MODEL IN A

PACIFIC OCEAN

S.C. EZE, M. O. OYESANYA

Abstract. In this work, the fractional order climate change model in a Pa-

cific Ocean is given. The model distinguishes between when damped constant
a = 0 and when a 6= 0 ( a > 0 and a < 0), and the solution of each case was

obtained using Lindstendt-Poincare perturbation technique. The analyses of

the solutions were done using MATLAB R2007b. In integer case, we observed
that for damped constant a = 0, the oscillations become regular and tend

to infinity. For a < 0, the amplitude increases and creates deep thermocline,

which will overflow the sea and could lead to flooding. For a > 0, the oscil-
lations gradually decay in amplitude toward zero. In fractional order case, we

observed a clear increase and decrease in the depth of thermocline when a < 0

and when a > 0 respectively, showing a better result for studying climate
change in a Pacific Ocean.

1. Introduction

Fractional order differential equations, as generalizations of classical integer order
differential equations are increasingly used to model problems in applied mathemat-
ics and engineering due to their vast applications [1]. There are several investiga-
tions on fractional order differential equations, such as investigation by Gomeze et
al [2], who proposed alternative procedure for constructing fractional differential
equations for physical systems and used it to analyze the systems mass-spring and
spring-damper in terms of fractional derivatives of Caputo type, investigations by
Gomez and Balealu[3], who considered the fractional differential equation for trans-
mission line without losses in terms of the fractional time derivatives of the Caputo
type and investigation by Sergo, et a l[4], who applied the Riemann-Liouville ap-
proach and the fractional Euler-Lagrange equations in order to obtain the fractional
nonlinear modeling and the numerical simulations of the oscillations of the oscilla-
tory systems.
Recent developments in science have demonstrated that many phenomena in nature
are modeled accurately using fractional derivatives[5], but fractional order differ-
ential equations for most applications hardly have exact analytic solutions, even if
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the exact solution of the equations can be found explicitly, it may be useless for
mathematical and physical interpretation or numerical evaluation; numerical solu-
tion of the equations is one option. However, if there are large or small parameters
present, the use of perturbation techniques can allow for significant progress to be
made in trying to understand the solution properties. It may be possible to obtain
solutions in analytical form, or reduce the equations to a much simpler set which
can be tackled more easily [6].
There are numerous researches works on climate change; they function to predict
the future changes in climate conditions, for examples, Fei-Fei [7] constructed a
new conceptual model for ENSO based on the positive feedback of tropical ocean
atmosphere interaction, White and Liu[8] analyzed the effect of EL Nino-Southern
Oscillation (ENSO) on climate change and Rajapaksha et al[9] discussed how the
sea surface information can be used to predict the subsurface temperature profile
of the ocean. Climate change represents one of the greatest environmental threats
facing planet Earth today and it has become one of the most pressing scientific
challenges facing society ( [10], [11] ). The consequences of climate change could be
devastating with increased human activities such as burning of fossil fuels, which
has been identified as significant causes of recent climate change, often referred to as
global warming( [12], [13] ). This global warming has resulted in large-scale, high-
impact, nonlinear, and potentially abrupt and / or irreversible changes in physical
and biological systems in the Pacific Ocean ( [14], [15]).
In Pacific Ocean, the surface of the ocean absorbs most of the Suns heat in a
shallow layer. This heat absorbed from the Sun increases the temperature of the
surface relative to that of the deep ocean. Due to the density difference between
warm and cold water, the cold water sinks down while the warm water rises. So,
between the warm water and the cold water, a strong separation boundary exists,
the thermocline, in between ( [16], [17] and [18] ). Thermocline can be shallow or
deep. A shallow thermocline indicates a small amount of warm water, and a deep
thermocline means there is a lot of warm water.
Because warm water takes up more space than cold water, average sea level is
higher where the thermocline is deep and lower where the thermocline is shallow.
The existence of deep thermocline, which its major causes is global warming has
implication for the climate since it increases the average sea level rise, which poses
a major threat to island nations and coastal areas, meaning that these areas could
be swamped and submerged by water anytime.
Unlike the authors mentioned above, in which their analysis on climate change were
on integer order derivatives, here we first analyze the integer order derivative and
later move to the analysis of fractional order derivative, since fractional calculus
is an important tool for the study of dynamical systems where classical methods
reveal strong limitations. In this study, we shall use the proposed alternative for
fractional derivative in [2] to develop the fractional order climate change model, use
perturbation technique for the analytical solution and analyze the results of numeri-
cal simulations for both integer order and fractional order, and compare the results.
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2. Formulation of the Climate Change Model

To formulate climate change model in a Pacific Ocean, we use the conceptual
model of the tropical pacific oscillations for positive upper ocean temperature anom-
alies T , driving shallow thermocline depth anomalies u, which is described by the
following equations ([11], [19] and [20]):

du

dt
= −T + λ (1)

and
du

dt
= −aT + (u+ bu3) +Kcosθ (2)

where the constant λ is ambient noise, Kcosθ is the solar forcing, a and b are the
coefficients of damping and nonlinearity respectively. By differentiating (1) with
respect t and substituting in(2) , we have

d2u

dt2
= aT − (u+ bu3)−Kcosθ (3)

Now substituting (1) in(3) , we have

d2u

dt2
= a(λ− du

dt
)− (u+ bu3)−Kcosθ (4)

.
Here, we assumed that the ambient noise is so small and negligible, and since
we have solar forcing, which is soft excitation, then we expressed K = εk where
k = O(1). We also expressed excitationKcosθ = εkcosω(δt) in order to determine
a valid asymptotic expansion. So by substituting the expression for soft excitation
in (4), we have the climate model as

d2u

dt2
= a

du

dt
+ u+ bu3 + εkcosω(δt) (5)

The motion of the system will be established by an initial disturbance (i.e., initial
conditions):

u(0) =
d

dt
u(0) = 0 (6)

where k is amplitude, 0 <ε<< 0 <1, 0 <δ << 1 and the natural frequency ω of
the system is a slowly varying function of t with right hand derivatives of all orders
at t = 0 and is such that ω(0) = 0, |ω|<<1 and

ω(δt) = 1− e(−c2δt) (7)

where 0 < c<<1

3. Solution of the Model

Now to obtain the solution of (5), we shall distinguish between when damped
constant a = 0 and when a 6= 0 ( a > 0 and a < 0).These cases will lead us to
three different types of output.
Case1 (a = 0): For damped constant a = 0, the equation (5) becomes

d2u

dt2
= u+ bu3 + εkcosω(δt) (8)

which is a second order, nonlinear, and non-homogeneous differential equation, with
slowly varying time-dependent and periodic coefficient.
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Here we use Lindstedt-Poincare idea to generalize the original time scale t as t̂ =
t̄ + 1/δ[µ2(τ)ε2 + µ3(τ)ε3 + ...] and consider a two-time variable expansion, where
the variables are:

τ = δt, t̂ = t̄+ 1/δ[µ2(τ)ε2 + µ3(τ)ε3 + ...], t̄ = t (9)

From (9), we obtained the following derivatives:

dτ

dt
= δ,

∂t̂

∂t̄
= 1,

∂t̂

∂τ
= 1/δ[µ2′(τ)ε2 + µ3′(τ)ε3 + ...],

dt̄

dt
= 1 (10)

We now let

u(t; εδ) = U(t̂, τ ; εδ) (11)

From(11) , we have

du

dt
=
∂U

∂t̂

∂t̂

∂t̄

dt̄

dt
+
∂U

∂t̂

∂t̂

∂τ

dτ

dt
+
∂U

∂τ

dτ

dt
(12)

Now substituting(10) in (12), we have

du

dt
=
∂U

∂t̂
+
∂U

∂t̂
[µ2′(τ)ε2 + µ3′(τ)ε3 + ...] + δ

∂U

∂τ
(13)

But
d2u

dt2
=

d

dt
(
du

dt
) (14)

therefore
d2u
dt2 = ∂

∂t̂
[∂U
∂t̂

+ ∂U
∂t̂

[µ2′(τ)ε2 +µ3′(τ)ε3 + ...]+δ ∂U∂τ ]+[µ2′(τ)ε2 +µ3′(τ)ε3 + ...] ∂
∂t̂

[∂U
∂t̂

+

∂U

∂t̂
[µ2′(τ)ε2 +µ3′(τ)ε3 + ...] + δ

∂

∂τ
[
∂U

∂t̂
+
∂U

∂t̂
[µ2′(τ)ε2 +µ3′(τ)ε3 + ...] +

∂U

∂t̂
] (15)

Substituting equation (15) in (8), we have

∂2U

∂t2
+ 2[µ2′(τ)ε2 + µ3′(τ)ε3 + ...]

∂2U

∂t2
+ δ[µ2′(τ)ε2 + µ3′(τ)ε3 + ...]2

∂2U

∂t2
+

2δ
∂2U

∂τ2∂t2
+ 2δ[µ2′(τ)ε2 + µ3′(τ)ε3 + ...]

∂2U

∂τ2∂t2

+δ2 ∂
2U

∂τ2
+ u+ bu3 = −εkcosω(δt)

(16)

We now assume the following asymptotic series

U(t̂, τ ; εδ) =

∞∑
j=0

∞∑
j=0

U ij(t̂, τ)εiδj = ε(U10+δU11+...)+ε2(U20+δU21+...)+... (17)

Equating equations of order(εiδj) in (16), using (17), we obtain the following equa-
tions:

O(ε) :
∂2U10

∂t̂2
+ U10 = −εkcosω(δt) (18)

O(εδ) :
∂2U11

∂t̂2
+ U11 = −2

∂2U10

∂t̂∂τ
(19)

O(εδ2) :
∂2U12

∂t̂2
+ U12 = −2

∂2U11

∂t̂∂τ
− ∂2U10

∂τ2 (20)

O(ε2) :
∂2U20

∂t̂2
+ U20 = 0 (21)
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O(ε2δ) :
∂2U21

∂t̂2
+ U21 = −2

∂2U20

∂t̂∂τ
(22)

O(ε2δ2) :
∂2U22

∂t̂2
+ U22 = −2

∂2U21

∂t̂∂τ
− ∂2U20

∂τ2 (23)

O(ε3) :
∂2U30

∂t̂2
+ U30 = −b(U10)3 − 2µ2′(τ)

∂2U10

∂t̂2
(24)

O(ε3δ) :
∂2U31

∂t̂2
+ U31 = −3b(U10)2U11 − 2

∂2U30

∂t̂∂τ
− 2µ2′(τ)

∂2U11

∂t̂2
(25)

O(ε3δ2) :
∂2U32

∂t̂2
+ U32 = −3b[U10(U11)2 + (U10)2U21]− 2

∂2U31

∂t̂∂τ
−

2µ2′(τ)
∂2U12

∂t̂2
− 2µ2′(τ)

∂2U11

∂t̂∂τ
− ∂2U30

∂τ2

(26)

etc.
Now using the scale (10) and the series (17) on initial conditions(6) , we obtain the
following initial conditions in order of (εiδj) :

U ij(0, 0) = 0∀ij (27)

O(ε) :
∂U10(0, 0)

∂t̂
= 0 (28)

O(εδ) :
∂U11(0, 0)

∂t̂
= −∂U

10(0, 0)

∂τ
(29)

O(εδ2) :
∂U12(0, 0)

∂t̂
= −∂U

11(0, 0)

∂τ
(30)

O(ε2) :
∂U20(0, 0)

∂t̂
= −∂U

20(0, 0)

∂τ
(31)

O(ε2δ) :
∂U21(0, 0)

∂t̂
= −∂U

21(0, 0)

∂τ
(32)

O(ε2δ2) :
∂U22(0, 0)

∂t̂
= −∂U

22(0, 0)

∂τ
(33)

O(ε3) :
∂U30(0, 0)

∂t̂
+ µ2′(0)

∂U10(0, 0)

∂t̂
= 0 (34)

O(ε3δ) :
∂U31(0, 0)

∂t̂
+ µ2′(0)

∂U11(0, 0)

∂t̂
+
∂U30(0, 0)

∂τ
= 0 (35)

O(ε3δ2) :
∂U32(0, 0)

∂t̂
+ µ2′(0)

∂U12(0, 0)

∂t̂
+
∂U31(0, 0)

∂τ
= 0 (36)

etc.
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Therefore, using initial conditions ((27)-(38)) to solve successively the sequence of
equations ((18)-(26)) , we have the approximate solution of (8) as

u(t; εδ) = ε[a10(0)cost̂+A(τ) + δ[b11(0)sint̂] + δ2[a12(0)cost̂−
A′′(τ) + ...+ ε3[a30(0)cost̂+ b[r1(τ) + r2(τ)cos2t̂+ r3(τ)cos3t̂]+

δ[a31(0)cost̂+ b31(0)sint̂− 1

3
r4(τ)sin2t̂− 1

8
r5(τ)sin3t̂]+

δ2[a32(0)cost̂+ b32(0)sint̂+ r6(τ)− 1

3
r7cos2t̂−

1

3
r8(τ)sin2t̂− 1

8
r10(τ)sin3t̂] + ...]] +O(ε4)

(37)

where all the parameters in(37) are defined in (38) bellow

A(τ) = −kcosω(τ),

a10(0) = −A(0),

b11(0) = −A′(0),

a12(0) = −A′′(0),

a30(0) =
95A(0)3

32
b,

b31(0) =
2

3
r4(0) +

3

8
r5(0),

a32(0) = −r6(0),

b32(0) =
1

6
r8(0) +

1

24
r10(0) + µ2′(0),

r1(τ) = −(A3 +
3a2

10A

2
),

r2(τ) = −3a2
10A

2
,

r3(τ) = −3a3
10

32
,

r4(τ) = −3bb211Aa10 + 4r2′b,

r5(τ) =
−3

4
bb211a

2
10 + 6r2′b,

r6(τ) =
1

2
Ab11 + 2a10AA

′′ +
1

2
a2

10A
′′ −A2A′′ − br1′′(τ),

r7(τ) = a10AA
′′ − 1

2
Ab11 −

1

2
a2

10A
′′ − br2′′(τ),

r8(τ) =
4

3
r′4(τ)b,

r9(τ) =
1

4
a2

10A
′′ − 1

4
a10b11 − br′′1 (τ),

r10(τ) =
3

4
br′5(τ).

(38)

Case 2. a 6= 0 ( a > 0 and a < 0): For damped constant a 6= 0 , the equation (5)
becomes

d2u

dt2
+ a

du

dt
+ u+ bu3 = −εkcosω(δt), a 6= 0 (39)
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which is forced cubic Duffing equation.
Now substituting (11) , (13) and (15) in equation (39), we have

∂2U

∂t̂2
+ 2φ(ε)

∂2U

∂t̂2
+ δφ2(ε)

∂2U

∂t̂2
+ 2δ

∂2U

∂τ∂t
+ 2δφ(ε)

∂2U

∂τ∂t
+

δ2 ∂
2U

∂τ2
+ α[

∂U

∂t̂
+
∂U

∂t̂
φ(ε) + δ

∂U

∂τ
] + U + bU3 = −εkcosω(δt)

(40)

where φ(ε) = µ2′(τ)ε2 + µ3′(τ)ε3 + ...
Equating equations of order(εiδj) in(40), using (17), we obtain the following equa-
tions:

O(ε) :
∂2U10

∂t̂2
+ a

∂U10

∂t̂
+ U10 = −εkcosω(δt) (41)

O(εδ) :
∂2U11

∂t̂2
+ a

∂U11

∂t̂
+ U11 = −2

∂2U10

∂t̂∂τ
+ a

∂U10

∂τ
(42)

O(εδ2) :
∂2U12

∂t̂2
+ a

∂U12

∂t̂
+ U12 = −2

∂2U11

∂t̂∂τ
− ∂2U10

∂τ2 − a∂U
11

∂τ
(43)

O(ε2) :
∂2U20

∂t̂2
+ a

∂U20

∂t̂
+ U20 = 0 (44)

O(ε2δ) :
∂2U21

∂t̂2
+ a

∂U21

∂t̂
+ U21 = −2

∂2U20

∂t̂∂τ
− a∂U

20

∂τ
(45)

O(ε2δ2) :
∂2U22

∂t̂2
+ a

∂U22

∂t̂
+ U22 = −2

∂2U21

∂t̂∂τ
− ∂2U20

∂τ2 − a∂U
21

∂τ
(46)

O(ε3) :
∂2U30

∂t̂2
+ a

∂U30

∂t̂
+ U30 = −b(U10)3 − 2µ2′(τ)

∂2U10

∂t̂2
− aµ2′(τ)

∂2U10

∂τ∂t̂
(47)

O(ε3δ) :
∂2U31

∂t̂2
+ a

∂U31

∂t̂
+ U31 = −3b(U10)2U11−

2
∂2U30

∂t̂∂τ
− 2µ2′(τ)

∂2U11

∂t̂2
− aµ2′(τ)

∂2U11

∂τ∂t̂
− a∂U

30

∂τ

(48)

O(ε3δ2) :
∂2U32

∂t̂2
+ a

∂U32

∂t̂
+ U32 = −3b[U10(U11)2 + (U10)2U21]− 2

∂2U31

∂t̂∂τ
−

2µ2′(τ)
∂2U12

∂t̂2
− 2µ2′(τ)

∂2U11

∂t̂∂τ
− ∂2U30

∂τ2
− aµ2′(τ)

∂2U12

∂τ∂t̂
− a∂U

31

∂τ
(49)

etc
Therefore, using initial conditions ((27)-(36)) to solve successively the sequence of
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equations ((42)-((49)), we have the approximate solution of (39) as

u(t; εδ) = ε[a0e
c1 t̂ + b0(0)ec2 t̂ +A(τ) + δ[a1(0)ec1 t̂ + b1(0)ec2 t̂ − aA′(τ)]

+δ2[a2e
c1 t̂ + b2(0)ec2 t̂ − (a− 1)A′′(τ)] + ...] + ε3[a6(0)ec1 t̂ + b6(0)ec2 t̂]

+b[h1(τ)e3c1 t̂ + h2(τ)e(2c1+c2)t̂ + h3(τ))e(c1+2c2)t̂ + h4(τ)e3c2 t̂

+h5(τ)e2c1 t̂ + h6(τ)e(c1+c2)t̂ + h7(τ)e2c2 t̂ + h8(τ)] + δ[a7(0)ec1 t̂

+b7(0)ec2 t̂ + b[h9(τ)e3c1 t̂ + h10(τ)e3c2 t̂ + h11(τ)e(2c1+c2)t̂

+h12(τ)e(c1+2c2)t̂ + h13(τ))e2c1 t̂ + h14(τ)e(c1+c2)t̂

+h15(τ)e2c2)t̂ + h16(τ)]] + δ2[a8(0)ec1 t̂

+b8(0)ec2 t̂ + b[[h17(τ)e3c1 t̂ + h18(τ)e3c2 t̂

+h19(τ)e(2c1+c2)t̂ + h20(τ)e(c1+2c2)t̂

+h21(τ))e2c1 t̂h22(τ)e(c1+c2)t̂

+h23(τ)e2c2)t̂ + h24(τ)] + ...]]

+O(ε4)

(50)

where all the parameters in(50) are defined bellow:

a0(0) = −A(0)c2
c2−c1 , b0(0) = A(0)c2

c2−c1 , a1(0) = aA′(0)c2
c2−c1 , b1(0) = aA′(0)c1

c2−c1 ,

a2(0) = −(a+1)A′′(0)c2
c2−c1 ,

b2(0) = (a+1)A′′(0)c1
c2−c1 , a6(0) = −bc2H1(0)+bH2(0)

c2−c1 , b6(0) = −bH2(0)+bc1H1(0)
c2−c1 ,

a7(0) = −bc2H3(0)+bH4(0)
c2−c1 , b7(0) = −bH4(0)+bc1H3(0)

c2−c1 , a8(0) = −bc2H5(0)+bH6(0)
c2−c1 , b8(0) =

−bH6(0)+bc1H5(0)
c2−c1 , c1 = −a+

√
a2−4

2 , c2 = −a−
√
a2−4

2 , A(0) = −k, h1(τ) = −a3
0, h2(τ) =

−3a2
0b0, h3(τ) = −3a2

0b
2
0, h4(τ) = −b30, h5(τ) = −3Aa2

0, h6(τ) = −6Aa0b0, h7(τ) =
−3Ab20, h8(τ) = −A3, h9(τ) = −(3a2

0a1 + 6c1h
′
1 − ah′1), h10(τ) = −(3b20b1 + 6c2h

′
4 −

ah′4), h11(τ) = −(6a0a1b0 + 3a2
0b1 + 4c1h

′
2 + 2c2h

′
2 − ah′2), h12(τ) = −(3a1b

2
0 +

6a0b0b1−2c1h
′
3−4c2h

′
3−ah′3), h13(τ) = −(6Aa0a1−3aA′a2

0−4c1h
′
5−ah′5), h14(τ) =

−(6Aa1b0+6Aa0b1−6aAa0b0−2c1h
′
6−2c2h

′
6−ah′6), h15(τ) = −(6Ab0b1−3aA′a0b

2
0−

4c2h
′
7−ah′7), h16(τ) = −(3aA2A′−2h′8 +ah′8), h17(τ) = −(3a0a

2
1 + 6a2

0a2 + 6c1h
′
9 +

h′′1 +ah′9), h18(τ) = −(3b0b
2
1+3b20b2+6c2h

′
10+h′′4 +ah′10), h19(τ) = −[3a0b

2
1+3a2

1b0+
6a1b0b1 + 3a2b

2
0 + 6a0b0b2 + 2(2c1 + c2)h′11 +h′′2 + ah′11], h20(τ) = −[3a0b

2
1 + 3a2

1b0 +
6a1b0b1+3a2b

2
0+6a0b0b2+2(2c1+c2)h′12+h′′3+ah′12], h21(τ) = −[−6aA′a0a1+3Aa2

1+
6Aa0a2− 3a(a+ 1)A′′a2

0 + 4c1h
′
13 +h′′5 +ah′13], h22(τ) = −[−6aA′a0b1− 6aA′a1b0 +

6Aa1b1 + 6Aa2b0 + 6Aa0b2− 6a(a+ 1)A′′a0b0 + 2(c1 + c2)h′14 +h′′6 +ah′14], h23(τ) =
−[−6aA′b0b1 + 3Ab21 + 6Ab0b2 − 3a(a + 1)A′′b20 + 4c2h

′
15 + h′′7 + ah′15], h24(τ) =

3a2AA
2′ − 3a(a + 1)A2A′′ + h′′8 + ah′16], H1(0) = h1(0) + h2(0) + h3(0) + h4(0) +

h5(0)+h6(0)+h7(0)+h8(0), H2(0) = h1(0)3c1 +h2(0)(2c1 +c2)+h3(0)(c1 +2c2)+
h4(0)3c2 + h5(0)2c1 + h6(0)(c1 + c2) + h7(0)2c2, H3(0) = h9(0) + h10(0) + h11(0) +
h12(0)+h13(0)+h14(0)+h15(0)+h16(0), H4(0) = h9(0)3c1+h10(0)3c2+h11(0)(2c1+
c2) + h12(0)(c1 + 2c2) + h13(0)2c1 + h14(0)(c1 + c2) + h15(0)2c2, H5(0) = h17(0) +
h18(0)+h19(0)+h20(0)+h21(0)+h22(0)+h23(0)+h24(0) and H6(0) = h17(0)3c1 +
h18(0)3c2+h19(0)(2c1+c2)+h20(0)(c1+2c2)+h21(0)2c1+h22(0)(c1+c2)+h23(0)2c2.
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4. Fractional Formulation of the Climate Change Model

We shall use the proposed fractional operator in [2] to describe the climate
change model.The idea is to introduce an additional parameter σ, which must have
dimension of seconds and consistent with the dimension of the ordinary derivative
operators.
Now using the proposed idea, we have

d

dt
→ 1

σ1−β
dβ

dtβ
, 0 < β ≤ 1

d2

dt2
→ 1

σ2−α
dα

dtα
, 1 < β ≤ 2

(51)

Using (51) , the climate model (5) can be written in terms of fractional time deriva-
tives as:

1

σ2−α
dαu

dtα
+ a

1

σ1−β
dβu

dtβ
+ u+ bu3 = −εkcosω(δt) (52)

=⇒ dαu
dtα + aσ1+β−α dβu

dtβ
+ σ2−αu+ bσ2−αu3 = −εkσ2−αcosω(δt)

We now let σ1+β−α = m seconds and 2− α = n seconds to have
dαu
dtα + amdβu

dtβ
+ nu+ bnu3 = −εkncosω(δt)

=⇒ Dα
t u+ amDβ

t u+ nu+ bnu3 = −εkncosω(δt) (53)

with initial conditions

u(0) = Dβu(0) = 0 (54)

where the symbols Dα
t and Dβ

t are describing the orders of the fractional time
derivatives.

5. Solution of Fractional Formulation of the Climate Change
Model

Now to obtain the solution of (53), we shall distinguish between when damped
constant a = 0 and when a 6= 0 ( a > 0 and a < 0). These cases will lead us to
three different types of output.
Case1 (a = 0): For damped constan ta = 0, the equation (53) becomes

Dα
t u+ nu+ bnu3 = −εkncosω(δt) (55)

Using (13), we have
[Dα

t u = ∂U
∂t̂

+ φ(ε)∂U
∂t̂

+ δ ∂U∂τ ]α

=⇒ Dα
t u = Dα

t̂
U + αφ(ε)Dα

t̂
U + αδDα−1

t̂
UUτ +

1

2
α(α− 1)φ2(ε)Dα

t̂
U

+α(α− 1)δφ(ε)Dα−2
t̂

UUt̂τ +
1

2
α(α− 1)δ2Dα−2

t̂
UUττ + ...

(56)

were φ(ε) = µ2′(τ)ε2 + µ3′(τ)ε3 + ...
Substituting (56) in (55), we have

Dα
t̂
U + αφ(ε)Dα

t̂
U + αδDα−1

t̂
UUτ +

1

2
α(α− 1)φ2(ε)Dα

t̂
U

+α(α− 1)δφ(ε)Dα−2
t̂

UUt̂τ +
1

2
α(α− 1)δ2Dα−2

t̂
UUττ

+...+ nU + nbU3 = −εkncosω(δt)

(57)
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Equating equations of order(εiδj) in (57), using the series (17), we obtain the fol-
lowing equations:

O(ε) : Dα
t̂
U10 + nU10 = −kncosω(τ) (58)

O(εδ) : Dα
t̂
U11 + nU11 = −αDα−1

t̂
(U10

τ ) (59)

O(ε2) : Dα
t̂
U20 + nU20 = 0 (60)

O(ε2δ) : Dα
t̂
U21 + nU21 = −αDα−1

t̂
(U20

τ ) (61)

etc
Now using the scale (10) and the series (17) on initial conditions (54), we obtain
the following initial conditions in order of (εiδj):

U ij(0, 0) = 0∀ij (62)

O(ε) : Dβ

t̂
U10(0, 0) = 0 (63)

O(εδ) : Dβ

t̂
U11(0, 0) = −U10

τ (0, 0) (64)

O(ε2) : Dβ

t̂
U20(0, 0) = −U20

τ (0, 0) (65)

O(ε2δ) : Dβ

t̂
U21(0, 0) = −U21

τ (0, 0) (66)

etc
Therefore, taking Laplace transform and using initial conditions (62)-(66) to solve
successively the sequence of equations ((58)-(61)), we have the approximate solution
of (55) as

u(t; εδ) = ε[−kncosω(τ)L−1[
1

s(sα + n)
]+

δL−1[
1

(sα + n)
L[−αDα−1

t̂
[kncosω′(τ)L−1[

1

s(sα + n)
]]]] +O(ε2)]

(67)

where L is a Laplace transform operator.

But using Mittag-Leffler function, that is Eα,β(z) =
∑∞
i=0

zi

Γ(αi+β) , we have

L−1[
1

s(sα + n)
] = tαEα,α+1(−ntα) =

∞∑
i=0

(−ntα)i

Γ(αi+ α+ 1)
(68)

Case 2. a 6= 0 ( a > 0 and a < 0): For damped constant a 6= 0 , the equation (53)
becomes

Dα
t u+ amDβ

t u+ nu+ bnu3 = −εkncosω(δt), 0 < β ≤ 1 , 1 < β ≤ 2 (69)

Now using (56) on (69), we have

Dα
t̂
U + αφ(ε)Dα

t̂
U + αδDα−1

t̂
UUτ +

1

2
α(α− 1)φ2(ε)Dα

t̂
U

+α(α− 1)δφ(ε)Dα−2
t̂

UUt̂τ +
1

2
α(α− 1)δ2Dα−2

t̂
UUττ + ...

+am[Dβ

t̂
U + βφ(ε)Dβ

t̂
U + βδDβ−1

t̂
UUτ +

1

2
β(β − 1)φ2(ε)Dβ

t̂
U

+β(β − 1)βφ(ε)Dβ−2

t̂
UUt̂τ +

1

2
β(β − 1)β2Dβ−2

t̂
UUττ + ...]

+nU + bnU3 = −εnkcosω(τ)

(70)
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Equating equations of order(εiδj) in (70), using the series (17), we obtain the fol-
lowing equations:

O(ε) : Dα
t̂
U10 + amDβ

t̂
U10 + nU10 = −kncosω(τ) (71)

O(εδ) : Dα
t̂
U11 + amDβ

t̂
U11 + nU11 = −αDα−1

t̂
(U10

τ ) + aU10
τ (72)

O(ε2) : Dα
t̂
U20 + amDβ

t̂
U20 + nU20 = 0 (73)

O(ε2δ) : Dα
t̂
U21 + amDβ

t̂
U21 + nU21 = −αDα−1

t̂
(U20

τ ) + aU20
τ (74)

etc
Therefore, taking Laplace transform and using initial conditions ((62)-(66)) to solve
successively the sequence of equations ((71)-(74)), we have the approximate solution
of (69) as

u(t; εδ) = ε[−kncosω(τ)L−1[
1

s(sα + amsβ + n)
]+

δL−1[
1

(sα + amsβ + n)
L[−αDα−1

t̂
[kncosω′(τ)L−1[

1

s(sα + amsβ + n)
+ ...]]]]] +O(ε2)

(75)

6. Numerical Simulations and Discussion of Results

The numerical simulations of the approximate solutions (37), (50), (67) and (75)
are presented below, with various values of α, β, δ and a.

The first part of the simulations deal with the solution of the integer order de-
rivative of the climate model. In Figure1, the graph of depth against time for
values of damping constants a=-0.2,-0.5, and -0.8 were plotted, and the results
showed that we have sinusoidal curves whose amplitudes are increasing as a result
of under-damping. Figure 2 deals with a free oscillation, that is, without the pres-
ence of damping. When the solution (37) was simulated, the result showed that
the solution displays expected behavior, that is, an oscillation whose amplitude is
maintained due to the absence of damping. In this Figure 2, damping constant
a=0, and the sinusoidal curves show regular oscillations for values of δ=0.02,0.05
and 0.08. The curves coincided as a result of small values of δ( 0 < δ ≤ 1 ).
But simulating using the same values of δ=0.02,0.05 and 0.08, and the values of ε
=0.01,0.001 and 0.0001 respectively, we have figure 3, which have slight changes in
the oscillations as ε increases.
When the solution(50) was simulated; the result shows that the solution loses the
oscillatory characteristics and the amplitudes decreases very fast. In Figure 4, we
observed that for values of ε = 0.1, 0.01, 0.0014, and damping constant a = 0.2,
the oscillations decreases in amplitude. With zero damping constant as shown in
figure 2, we have the usual sinusoidal curves, but as the damping constant increases
as shown in Figure 4, the oscillations gradually decay in amplitude towards zero.
That means after a sufficiently long time, the output corresponding to a purely
sinusoidal input will practically be a harmonic oscillation whose frequency is that
of the input.
When the damping constant is so large, as in the case of Figure 5 for a = 2, we
observed that there is no oscillations. This is physically understandable since the
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damping takes energy from system and there is no external force that keeps the
oscillations going. But as the values of ε increases (from ε = 0.001 to ε = 0.1 ) as in
Figure 6, which showed the increase in the external force, then a = 2 oscillate and
dies away quickly since the effect is very small. In Figure 7, we observed that when
a = 0, the oscillations are regular and tend to infinity, which led to permanent
thermocline. When a < 0 , the amplitude increases and leads to increase in the
depth of thermocline, which could lead to flooding. When a > 0, the oscillations
are still sinusoidal but the amplitude decreases slowly towards equilibrium, and
that helped to control the depth of the thermocline.
The effect of climate change in a Pacific Ocean may be well understood if we consider
the solution of the fractional order model, as in the second part of the simulations.
In this part, the effects of fractional order on the behavior of the solutions (67) and
(75) were investigated.
Figure 8 shows that the trajectories for δ=0.02,0.05 and 0.08 coincided for α=3/2
, but simulating using the same values of δ=0.02,0.05 and 0.08 , and the values of
ε=0.01,0.001 and 0.0001 respectively, as shown in Figure 9, the trajectory increases
as ε increases, which shows the increase in the external force. From Figure 10, it can
be observed that for α=5/4, 3/2 and 7/4 , the fractional order exhibits a significant
effect by increasing the trajectory as α increases. Figure 11 shows that for a=0.2,
α=3/2, β=1/2, and the values of δ=0.02,0.05 and 0.08, the trajectories coincided,
but simulating using the same parameters and damped constant a = −0.2, as in
Figure 12, the trajectory increases as time increases. Figure 13 shows that when
the fractional order increases, the trajectory decreases for a = 0.2, but in Figure 14,
the trajectory decreases as a result of under-damping. Figures 15 shows that with
damped constant a = 0.2 and β fixed, the trajectory decreases as α increases. But
in Figure 16, with under-damped constant a = −0.2 and β fixed, the trajectory
increases as α increases.
Thus, in this work, the numerical simulations realized from the fractional order sys-
tem seem to show a better result in studying the climate change in a Pacific Ocean.
That means if the choice of the orders of α and β of the derivatives are conveniently
made, a model with fractional order derivatives will give a better result in studying
the climate change in a Pacific Ocean.

7. Conclusion

In this work, we have formulated the mathematical model that will advance the
climate model by capturing fractional order derivatives. The fractional order deriva-
tives in the model made the model difficult to solve exactly. So since there were
small parameters present, we used perturbation technique which allowed significant
progress to be made in trying to understand the solution properties. In this study,
we obtained a model where a simplistic approach for extracting a solution failed as
a result of non-uniformity, which manifests itself in the presence of so-called secu-
lar terms. So because of this non-uniformity, we adapted the Lindstedt-Poincare
perturbation technique, which helped to prevent the appearance of secular terms.
We discussed the analytical solution of the integer order model by distinguishing
between damped constant a = 0 anda 6= 0 ( a > 0 and a < 0), which led us to
three different types of output. Our analysis was done using MATLAB software,
and we observed that when a = 0, the oscillations are regular and tend to infinity.
For a < 0 , the amplitude increases and could lead to flooding. For a > 0, the
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Figure 1: Graph of depth against time for 

values of 𝑎 = −0.2, −0.5 and −0.8. The 

parameters used are 𝑏 = 1, 𝑐 = 0.1, 𝑘 =
6, 𝛿 = 0.001 and 𝜀 = 0.01.  
 

 

                                                        
Figure 2: Graph of depth against time for 

values of 𝛿 = 0.02, 0.05 and 0.08. The 

parameters used are 𝑏 = 1, 𝑐 = 0.1, 𝑘 =
6 and 𝜀 = 0.01.   
 
 

 
Figure 3: Graph of depth against time for 

values of 𝛿 = 0.02, 0.05, 0.08  and  
𝜀 = 0.01, 0.001, 0.0001. The parameters 

used are 𝑏 = 1, 𝑐 = 0.1 and 𝑘 = 6. 

 
Figure 4: Graph of depth against time for 

values of 𝜀 = 0.1, 0.01  and  0.001. The 

parameters used are  𝑎 = 0.2, 𝑏 = 1, 𝑐 =
0.1, 𝑘 = 6 and 𝛿 = 0.01. 
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Figure 5: Graph of depth against time for values 

of 𝑎 = 0.2, 0.5 and  2. The parameters used are 

𝑏 = 1, 𝑐 = 0.1, 𝑘 = 6, 𝛿 = 0.01 and 𝜀 = 0.001.  
 

 

                                                                     

             
Figure 6: Graph of depth against time for 

values of  𝜀 = 0.001, 0.01 and  0.1. The 

parameters used are 𝑎 = 0.2, 0.5, 2, 𝑏 = 1, 𝑐 =
0.1, 𝑘 = 6 and 𝛿 = 0.01.  
    

 

                               
Figure 7: Graph of depth against time for values 

of 𝑎 = 0, 0.5 and   −0.2. The parameters used 

are 𝑏 = 1, 𝑐 = 0.1, 𝑘 = 6, 𝛿 = 0.001 and 𝜀 =
0.01.  
 

 

 
Figure 8: Graph of depth against time for 

values of 𝛿 = 0.02, 0.05 and   0.08. The 

parameters used are 𝑏 = 1, 𝑐 = 0.1, 𝑘 =

6, 𝑛 = 2, 𝜀 = 0.01 and  𝛼 =
3

2
.   
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Figure 9: Graph of depth against time for 

values of 𝛿 = 0.01, 0.001,  0.0001,  and 
 𝜀 = 0.001, 0.01,  0.1. The parameters used are 

= 1, 𝑐 = 0.1, 𝑘 = 6, 𝑛 = 2 and 𝛼 =
3

2
 .  

 

 

      
Figure 10: Graph of depth against time for 

values of 𝛼 = 5
4 , 3

2  and  7 4 . The 

parameters used are   𝑏 = 1, 𝑐 = 0.1, 𝑘 =
6, 𝑛 = 2, 𝛿 = 0.01 and 𝜀 = 0.001.  

 

 

                Figure 11: Graph of depth against 

time for values of  𝛿 = 0.02, 0.05 and  0.08. 
The parameters used are 𝑎 = 0.2, 𝑏 = 1, 𝑐 =

0.1, 𝑘 = 6,𝑚 = 1, 𝑛 = 2, 𝜀 = 0.01, 𝛼 =
3

2
  and 

𝛽 =
1

2
. 

 

 

 
Figure 12: Graph of depth against time for 

values of  𝛿 = 0.02, 0.05 and  0.08. The 

parameters used are 𝑎 = −0.2, 𝑏 = 1, 𝑐 =

0.1, 𝑘 = 6,𝑚 = 1, 𝑛 = 2, 𝜀 = 0.01, 𝛼 =
3

2
  

and 𝛽 =
1

2
.  
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Figure 13: Graph of depth against time for 

values of  𝛼 = 5
4 , 𝛽 = 3

4 , 𝛼 =
3

2 , 𝛽 = 1
2  and 𝛼 = 7

4 , 𝛽 = 1
4 . The 

parameters used are 𝑎 = 0.2, 𝑏 = 1, 𝑐 =
0.1, 𝑘 = 6,𝑚 = 1, 𝑛 = 2 and 𝛿 = 0.01.  

 

 

                                                                                   

Figure 14: Graph of depth against time 

for values of  𝛼 = 5
4 , 𝛽 = 3

4 , 𝛼 =
3

2 , 𝛽 = 1
2  and 𝛼 = 7

4 , 𝛽 = 1
4 . 

The parameters used are 𝑎 = −0.2, 𝑏 =
1, 𝑐 = 0.1, 𝑘 = 6,𝑚 = 1, 𝑛 =
2 and 𝛿 = 0.01.  

 

 

 
Figure 15: Graph of depth against time for 

values of  𝛼 = 3
2 , 𝛽 = 3

4 , 𝛼 =

7
4 , 𝛽 = 3

4  and 𝛼 = 5
4 , 𝛽 = 3

4 . The 

parameters used are 𝑎 = 0.2, 𝑏 = 1, 𝑐 =
0.1, 𝑘 = 6,𝑚 = 1, 𝑛 = 2 and 𝛿 = 0.01. 

 

 

 

 
Figure 16: Graph of depth against time 

for values of  𝛼 = 3
2 , 𝛽 = 3

4 , 𝛼 =

7
4 , 𝛽 = 3

4  and 𝛼 = 5
4 , 𝛽 = 3

4 . 

The parameters used are 𝑎 = −0.2, 𝑏 =
1, 𝑐 = 0.1, 𝑘 = 6,𝑚 = 1, 𝑛 =
2 and 𝛿 = 0.01. 
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oscillations gradually decay in amplitude towards zero. But a better result was
obtained when we considered a fractional order model. It was observed from the
simulations of the fractional order solution that for under-damped constant a < 0,
the increase in depth with respect to time is clear, as shown in Figures 12, 14 and
15, and for damped constant a > 0, the decrease in depth with respect to time is
also clear, as shown in Figures 11, 13 and 15. Therefore, the fractional order model
has verified the significant effect of a climate change in a Pacific Ocean by showing
clearly the increase or decrease in a depth of thermocline. We therefore recommend
that this work will be of good use for flood prediction and mitigation policies for
climate change.
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