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Prefacet

Dynamic programming is an approach for &
multistage decision processes and finding out t
of the optimal policy. This note is a simple ir
this approach. It first gives a general descri]
situations where dynamic programuing may be ap]
o number of examples is given to illustrate th

and to classsify the dynamic programming techn



prosws vEab Laallllabo N0 minimizes) a predefined
cost) function,

Historically, it was developed mainly throu
papers (1950's) as a pesult of his trails to solve c
of "programming"™ problems involving time as a signif
However, the dynamic Programming approach is used fao

nany static processes that can be formulated as dyna
processes.

In contrast to linear programuing, there is
set up for dynamic programming problems, Yet, there
features common to all problems that can be solved b
programming approach.,

A general description® of the situation where
programming approach can be applied may be presented

A system may be found in ane of s possible
AG each state there is a number Qf possible actions,
any of these actions, le84s, by maklng a decision, th
from one state to another in either a deterministic
ways. GConsequently, a certain income (or cost) iz ea
The process continues for either finite or infinite
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Pha elements of the dynamic programmin GPGJIE“
LIS ELE / I E‘ g 1
=

A : seb of prossible actious,

Noticethat the action may depend on the state.
nihe law of mobion" of the system. IU associe
gach pair (s, a) a probablility distribution o:
In the deterministic case q(s'/(s, a))equals ¢
specified state 8'= s and equals zerc for any
gt # S °

ifg,a): the 1mmedlate Lﬂﬁurﬂ function, It determines

(or cost) if the system is in state s and act

0 = [3 < 13 the discount factor.
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The following definitions will be used:
Do make a decision: is Lo choose one of tie possible
A policy : is a sequence of decisions.
An optimal poliey: is a policy that meximizes (or mir
total expected discounted income (or cost) .

Thus the dynamic programming problem as def il
solved if the structure of the optimal policy 1s Xnow



ail optimal policy for the remalning stages is indepe.
policy adopted in previous svagess The direct resul
this principle is the development of the functional

nque wnich gives the recurrence relation between the
of the return function in successive stages, and thu
the optimal policy for each state with n stages pema:
“nie optimal policy for each state with (n-1) stages :

The dynamic programming approach has been su
blied to a wide variety of problems in different fie:
follews, a number of examples will be discussed. Bon
given mainly to clarify the dynamic programming formy
technique, others are presented to give an idea of sc
applicatians,
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Example 1 @

(finite-stage deterministic pProcess.)

A person wants to travel from city I to city
possible. Owing to the long distance between the two
has to make several stops before reaching his destins

each stop he can choose the route to the next stop as
diagram

(2) This example is known in the literature by: "Sta
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The number of hours necessary to go from one
ext depends on the route he chooses as given in the

Yo lor a1y bol y v viI .
fro ' From fro
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Vhich poubes should he choose in order to g

in the minimim number of hours?

Prail and errarmay be used for solving this
the dynanic programming approach provides an easler ar
solution.



For example: a (II) =a (III) = a(IV) = V or VI
i(s,a) = the immediate "cost" of being in state s and
action a(s) (i.e., the member of hours needed
s to a(s)) .
For example : 1(V,IV) = 4,

Taxe = 1!

Notice that the traveller has to make four .
decisions, Bach time he is confronted by a decision, !
called a "sGage". BSo vhis problem is a 4-gstage decisi

Tne stages will be numbered in a backward o:
at tne first stage the person is either in state VIIT
IX and he should make the declsion X, while at the fous
he is in state I and has to choose one of the actions .
IV,

Now, what is the opbtimal policy? In other
i1s the sequence of pyutes that minimizes the tobal "co:

The solution :

Let fn(s, a(s )), n=1, 2, 3, &4 denote the
of being in state s (at the nth stage), btaking action :
following the optimal policy in the remaining (n-1) st:
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with a®(VIII) = a(IX) = X

Suppose now that the traveller is in state VI
decides to go to VIII his total "cost" will be :
£, (VI, VIII) = i (VI, VIII) + fl (VIII)
= 6 + 3 = 9.
But if be chooses to go to IX, his total cost
£, (VI, IX) = i{VI, IX) + fl (IX)
2 + 4 = Yo

Thus, fE (VI) = 7 and at(VI) = 1X,

Similarly, fE (s) and a®(g) can be calculabec

state in the second stage, The consequent resultsare:

fE(E‘! H.(E))
al s\ ¥
s virz 1 | f2(8)[a"(s)
v | 4 8 4 |viiz
VI 9 2 7 X
VII 6 o 6 |vIII

With this information about the optimal polil
state in the second stage, the optimal decision in ea

the third stage can be found, For example, in state |



5 -1 a(s)) i}

y L v v o £5(s) ﬁi(ﬁ{

-1, 11 i ey
IIT (7 9 10| 7 | v

e m e 11| 8 [vorv

In exactly the same way, The optimal decisio
state in the fourth stage is found; from the followin,
be either III or IV:

f4 (8,(8))

| Hgﬁii 1. 111 v | 4(8) [a%(s)

I L3 11 11 i 1 IIT 6r IV

These results show that at the initial state
should go to either III or 1V, If he chooses III then
from there to V., From V he . L
snould go %o VIII and from there to X, His-ﬁﬁtéi a0
total number of hours he spends to get from I to X) i
this policy is 11 and it is the minimum possible cost
wo more optimal roubtes that be can follow and still :
hours. These alternative routes are:
A L — IV —— V. — 3 VIII
I —m IV —— I — Iy —
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that it will mine no gold and be danaged beyond repailrl,
ponding probabilities i1f it 1ls used to mine gold in G a
(1~EE) with a fraction r, (D-ﬂ,Pé, ry < 2

The process tegains by ﬁaing the machine in eit
If the machine is undamaged, another choice for using t
i1 either For G is made, The process continues in this
times if the machine is undamaged, otherwise the proce:
when the machine is damazed.

What ssquence of choices maximizes the amount ¢
before the end of the process?

The dynamic programming formulationt

5 = ;»_ s=(® ,¥) : K = (l—rl)k Xy, © =(1—1‘2}"':r ;

k,ﬁ? =ﬂ1 EER n ;l‘:-l-?: IL ; n:ﬂ, l%.l H‘

A :{F, G]} where : a = F means that mine F is to be |
a=G means that mine G should be mined,
g : als'/(x,v), F) ={Pl if 8 = ((L-ry) %, ¥)
- L I-Py if s' = (K,7)
a(s'/( %, %), G) = {PE if 8t = (X, (l-r,)¥)
1-p, if s' = (e s0)



