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Interpolation Formulas
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Introduction

Interpolation has been said to be the art: of reading between
the lines of tabulated values of a function. We may now make
a distinction between interpolation and extrapolationQ The
latter is the art of reading before the first line or after
the last line of a tabulated function. More specifically,

we may define interpolation as the process of finding the

values of a functidn for any value of the independent vari-
able within an interval for which some values are given and

extrapolation as the process of finding the values outside

of this interval.

The process of interpolation beéomes very important in advan-
ced 'mathematics when dealing with functions which either are
not known at every value of the independent variable within
an interval, or the expression of which is so complicated
that the evaluation of the function is prohibitive. It is
then that the function is replaced by a simple function which

assumes the known values of the given function and from which

. the other values may be computed to the desired degree of

accuracy. This is the broader sense of interpolation.

In precise mathematical language we are concerned with a
function, y = y(x) , whose values Jos Jps eee » Jys are
known for the values X, X;, .. ; X, 0of the independent

variable, Interpolation now seeks to replace y(x) by a
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simpler function, P(x), which has the same values as y(x)

for Xys Xy9 see 5 X and from which other values can easily
be calculated. The function P(x) is said to be an interpo-
lating formula or interpolating function. In many enginee-

ring application this function is called a smoothing function.

A desired characteristic of interpolating functions is that
they be simple. Consequently, the most frequently employed
forms are the polynomial and the finite trignometric series.
In these cases we refer to the process as polynomial interpo-
lation or trignometric interpolation. The latter is used if
the given values indicate that the function is periodic. The
interpolating funection can, of course, be arbitrarily chosen
and can take any formj; thus it could be exponential, logari-
thmic, etcs One such form which is frequently used is that of
a rational fraction. However, it should always be as simple

as possible,

The use of the polynomial and trignometric series is based on

Weierstrass!Theorems

Bvery function, E(x) , which is continuous in an interval (a,b)

can be represented there, to any degree of accuracy, by a

polynomial P(x), i.e.,
B - ro|<E

for all a <x < b and where £ is any preasigned positive guantity.
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II. Every continuous function, ¥(x), of period 2 II can be

represented by a finite trignometric series:

™M(x) = a

0 + al COS X +;a2 COS 2X + see + an cCOS nx +

bl sin X + b2 sin 2X + soe f bn sin nx

such that

[E) - ) | L&
for a_<:x:<fb and §5;>0

2 = General Interpolation Formulas

Arbitrarily Spaced bata

2.1 Interpolation Polynomials

A polynomial of degree n
.
(l) .Y(X)=ao“'alx+ 2X2+oo.+anxn=';- akxk
“ - k=0

has n + 1 coefficients and it can be required to pass
through the n + 1 points (x;, yi) b o M £ e (R R |
with x; # Xy o To find the polynomial we see that we
can always solve for the coefficients 8y by Cramers

rule or by any other method.

Putting the values (xi,yi) 1= 0y 1325 «es 3 N into the

polynomial (1), we have
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k=0

this means

Voo = % 1 B B ias xg *oeee + oA, xg
| n
y.]. = a. +a.l Xl+a2 Xl+ ...+anxl
(2)
Yo . =@ a8 X doan.an? '
I bn 2Xn+ ...-l-an}ﬁ

The determinant of the gnknowns e of these n + 1 linear

equations 1s the Vandermonde determinant:
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Thus the Vandermonde determinant vanishes if and only

if any two of the X5 coincide.

Equations (1) and (2) can be regarded as n + 2 homogeneous

equations in the n + 2 quentities -1, &, 87y eee 5 &0,

/

Hence their determinant must vanish:

J

y(x) 1 x  x° T -

¥ i E X, xg coe Xg

Iy i X x% coe x5

: =20
:: 1 T 2 1

In - T = coe

This can be regarded as an equation in y(x).

If we expand this determinant by elements of the first
row, the first term will be D y(x), and every other

term will be equal to some xj multiplied by its cofactor,
which is a constant. Hence when we solve for y(x), we
shall have y(x) expressed as a linear combination of the
d

functions x* in just the form

y=a0+al+...+%x—n

as required. Also if we set x = X5 in (4) and subtract

the 1 + 2 from the first row we get

D (=) —g.) = ©



202

(5)

e

which shows that y(x;) =35 and the ‘values of y at the

pointis x. agree with those of £(x).

It 1s possible that the coefficients of %" is zero and

that the polynomial is of degree less than n. To cover

this detail, the statement that a polynomial is of degreen of
ten  means of degree n or less. In the trivial case

when all the yi are equal the polynomial is of degree

zero, and y(x) = C (constnat).

The lagrange llethod of Interpolation

The basic idea behind the method is first to find a
polynomial which takes on the value 1 at a particular
sample point and the value O at all the other sample
points i.e.
[l for == X4
0. for m= X, J ¥ i

It is easy to see that the function

(x—xo) (x—xl) e (x—xi_l) (X—Xi+l) Sieie (x—xn)

Li(x) =
Gxi"xo)(xi"xi)"'(Xi_xi~i)(xi—xi+1) assie (xi—xn)
S (xx) T (ex)
X=X . K= -
- T el gty

J#i



(where the prime on the product means " excluding the ith

value") is such a polynomial of degree ng it is 1 when

X = X5 and O when x = Xj i i

The polynomial Li(x) y; takes on the value y; at the sample

point X3 and is zero at all other sample point. It then

follows the well, known lagrange formula:

n

v(x) =‘Lo (x) Ts Ll(x) Jqy + oeee * Ln(x) T T = :Zj Li(x)yi'
i=o
where

LO(X) E (x»xl) (x—xz) (x—xB) Siore (x—xn) 5
(Xo_xn)(xo_x2)(xo—x3) aiore (xo—xn)

Ll(x) y (x—xo) (x—xz) (X—X3> Shete (x~x4)
(xlwxo)(xl—xa)(xl- 5) "l (xl— 4)

La(x) 5 (X"Xo) (x—xl) (X_XB) = - (X—Xn)
(XE—XO)(XE—Xl)(XZ—X5) Sxets (XE—Xn)

Ln(x) . (X*XO) (x—xl) (x—xe) .ol (Xexn_l)
(Xn—xo)(xn—xl)(xn—xz) el (xn- n—l)
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With other method we can write the solution of (4)

in the form:

F 0 il x R 48 leistn
2 n
¥o il X, X X,
2 n
y 1 X X X
D y(x) =] % L L L DT
2 n
T 1 X, X X,
Thus
y(x) = - DT DF

which coincides with (1) if we exﬁand along the first

row, but has the form,
n

——.\ :
(7) y(x) = 2 Li(x) ¥,

i=o

when we expand along the first column. The Li are themselves
polynomials with coefficients which depend only upon the
xj. These polynomials are

Xi— X

L(x) | = —

o R S

(8)

They can be obtained by direct expansion of the determinant,
or we can verify that they satisfy the necessary conditions

if we not that Iy(x;) =Q‘ij
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with S}ij the Kronecker g}. From this it follows that
with Li(x) defined by (8) and y(x) by (7) we have y(xi) =

—— yi.

Note:

The Lagrange interpolation formula is not very
practical for computations. Its form can be modi-

fied somewhat to make it more tractable,

Consider the special case when all the ¥y = 1.
Then y(x) = 1 for all x, that is

Lo(x) + Ll(x) B Ln(x) =1

ig an identity,

We may now divide the right-hand side of the

Lagrange formula (7) A

n :
yix) =Z Li(x) Ty

i=o
by
n\
(9) 2r L a1
1=0
and defining
3

(10) u; = : :
(x-x;) ZI' (xinxj)
(i#J)
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we getl,

when we divide numerator and denomiator by

T (X—X_.I) :
J' £

‘Mti
o

i—l

o

I_I

il
O

L) y(x) : 3

Tk

B
1
O

This is sometimes
called the "barycentric formula" and is easier to use

than the Lagrange formula. BSee the flow chart (1l).

2eD Newtons general interpolation formula

Newtorfs interpolation formula, which we now develop, is
simply another way of writing the interpolating
golynomial. Tt is useful because the number of points
i)eing used can easily be increased or decreased without
repeating all the computation. Let the polynomial pass-—

ing through the n + 1 points (xi,yi) 37 I=0iydya v »yt. DE

(L2) y(x) :‘MY; +,:Xi (X-—-XO) +r2 (x-xo) (X-—Xl) e e

+/'XI'l (X—Xo) (X-Xl) oo (X'Xn_l)
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It is now desired to determine the coefficients

ri,izo, l, ® 80 ,Il

x:xo

(lENe™ = %>

o

o

o =ro

I )

. - . L] °

e
B

AT T SCER

#\6‘0 +if ] - =p=p) +K‘2 (xp-x,) (xomx))

- . L] [ L]

=V +'31, (fh-xo) +f32 (xp-x,) (xp—x;)

+ oeee ¥ !: (xh-xo) (xn—xl) 6 (xn—xn_l)

we can solve (13) for the coefficients}Xl as follows:

f!o‘,
%

yo’

yi-yo = [%l x|

0-

X, =X
i

b 4
yz_y _ 1Yo

0- X=X (xa—xo)

(x5-%,)(X57%, )

{ IV
Eo=%

yl"'yo '

Xa—Xl

?1—Y0 xEHXO
= o | f;rxd Xory
=2 =%
J17, B ,}
- /(Xp=x )
Xy Xo 1 2 "0



