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(2)

(1-1) ldoments around the origin:-

mr(x) 7 X (ungrouped data)

Bl Bl
H

X ( grouped data )

For grouped data X; denote the mid points of the

intervals and fi the corresponding frequencies

(1-2) lioments around the mean:-

\ 1= by :
mr(x; = £u (xi—x)r (ungrouped data)
« 252 (xz.~x)F ( grouped data )
A R & P
/
Remarks (i) mo(x) = mﬁ(x) = 1
/ —
(ii) ml(x) = X = the mean
(1ii) ml(x) = 0
(iV) za(x) =8< = the variance.

(1.3) Bxpressing mr(x) in terms of m; (x)

/s

i

n® = 2 g~13® € 2y (¥ wl

=0
In particular

4 ..'.2

Iﬂa = m - m’l,

_ { 2 3

mj = m5 - 51:12 m, + .-Zml
’ { 4 i ‘4

m, — RS - 41115 ml -+ 6m2 o~ = 5ml



(3)

Remark In the case of frequency distributions with equidistant
intervals we replace the mid-points X5 by di where

X. = &a

R
where "a" is an arbitrary origin
9
""" is the length of the interval

TlLien

mr(x) = §% mr(d)

(1.4) licasures of sk:iwness

2 i
m ,_{ w5

P

l’f’
[l
7
)

-‘I{/_i = "/!’Il,l

5
g % 7

Measure of Kurtosis

g o e
jly = Wyl
(2 .5 fifoe 2

5 Intervals b o 1 di die_ 615 di4
| sae0e 10 . | 1 3 1
% 20-30 18 0 0 0 0
| 50-40 14 1 1 “jeg 1
i 40=50 8 2 4 3 16
; 50 20 56 72 152
s 2.4, | SE& Tl lan L
* Cokk 1.02]  l.a4 3,04




(4)

n,(d) = 1.02 - (0.4)% = 0.86
mé(d) = Loa4 - 3(1.02)(0.4)+2(0.4)° = 0.344
m,(d) = 5.04 - 4(1.44)(0.4)+6(1.02)(0.4)°=3(0.4)% = 1.639
mi(X) =-€ m{ {d)( b g g bols.a) + 45 = 29
n,(x) = 8% = 10° (0.86) = 86
n;(x) = 107 (0.344) = 344
m,(x) = 10% (1.6594) = 163%
R = (3am?/(86)° = 0.1860
£ = /0.1860 = 0.43

& [, = 16394/73% = 2.22

S Vs o= [i,=3 = 2.22-3= =0.78

Exercise given the following frequency table, calculate the
nean, the variance and | ; & {?2

; Intervals bl Intervals £
L
299 =73 3 155 - 175 209
725 = 95 21 175 - 195 8l
95 =115 78 195 - 215 g1
116 -135 182 215 - 235 5
155 -155 505 S
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(II) PFUNDamSNPAL CUNCEPTS

Ul PROUBABILITY




(6)

(2-1) The theory of probability is a branch of applied mathe-
matics dealing with the effects of chance. If we throw a die
upon a board we are certain that one of the six faces will turn
up, but whether a particular face will show, depends on what we
call chance. Also, if equal numbers of white and black balls
are put in an urn and we draw one of them blindly, we are
certain that its colour will be either white or black, but
whether it will be black, that depends on chance.

The word event which we are going to use frequently is
used to signify an observation satisfying some specified
conditions.

Two events are said to be "egually likely" if after

taking into consideration all relevent evidence one of them
cennot be expected in preference to the other. e.g. in the case
of the urn with equal number of white and black balls, if we
draw a ball, it is equally likely to be either white or black.

In the field of statistical analysis there would seen
t0 be two definitions:

(i) Mathematical theory of arrangements which is as old as

gambling & playing cards. The probability (p) of .an event is
the ratio of the no. of ways in which the event may happen
divided by the total no. of ways in which The event may r -

or may not happen. This is under the condition that all the
events are egually likely. e.g. in the case of an unbiased coin,
the probability that the head appears uppermost is p=k.

Also in throwing a die the probability a particular face will
show is p=1/6.

(ii) The frequency theory: If in a series of n independent
trials which are absolutely identical, the event E is found to

occur in m trisls, then the probebility of E is 3




(7
This gives us a way to estimate probabilities from experimental
results in a simple way.

A . m i &
As n lncreases 3 tends to p, i.¢. p = 1lim ? .
n iy .t\“ d.

(2-2) Definition (1) Fundamental probsbility set (F.F.S8.). is
thet set of individuals or units from which the probability is

calculated.

In the case of die, the F.FP.S5. given by the mathematical theory
of arrangements would be o, If the die is biassed 1in sfume way
and it is necessary o estimate a probability from The observa-
tions, then the F.P.5. would be the Lotal number of throws of

a die.

Definition (2) kiutually exclusive: Two events El’E2 are

said to be mutually exclusive if no element of the P.F.S. may
possess 00Lh & ,Ey. In other words the two events do not

13y Eoarabieas
ur cvogelicl,

(&}
o

¢
Remsrks (i)Ik‘ﬂm31+Egﬁ meens the probability of E; or H,.

i

. » ‘. iy ey A e » s e ") my
(ii) Prﬁf1m2, means the probability of E; & H..

(2.3) Basic theoreass:-—

In the following theorems we are going (o assume that
the fundamental probability set N, consists of

n,  elements possessing &)
na " " EZ
it " o g
1" - = o =
%o ]‘.-l & By

(where L. means the event E- does not occur)

] ther words N = +0~+0, ,+0
In other words N nl > nla 4



(8)

Theorem (1) If E;, &, are mutually exclusive and the only
possible events, then.

pr&-El\+ prLEa} &3

Proof:- Since the two events are mutually exclusive then

Dy, = O Also the two events are the only possible then n = 0.
Thererore
ny + n, = N
& 5
7 -
QQT+T=1

! ] 1 - Bolilas  Lien Yaa
s e Pr&L.ﬂllr + PI' %‘ﬂlai — I)R {.ﬁlbzl] N + N I_\I
3 Dy + 05 + nj5
B N
2= S E- + B
e B
Gor. If El,Ea are mutually exclusive them
Pr ):f:l - E2} = Pn{}i:.l} + P %Eaj
In general for k mﬁtually exclusive properties we have

k . K

ml 2 nl =2 bPI‘(%))]

L. el i i=1 [
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Definition Conditional probability of an event E2 given
event El is the probability of Ez referred to the F.P.S5. for

] o - X po - g . P ‘ v T =2
&y end 1T 1s wrlitten &£, mz\ g

1 .
\ | B i SR L S
Iocoren (3) pp EB,) = Fr El%- Pr By B |
= Pr ‘J.".l'\ .P,r Moo Ly .“
: o, + n
Proof:- FPr ‘ﬁll = —ijﬁ—Agg
B T Ml -
£ ‘3'2 . = "—T—"—
- ) nlE
PI‘ A l Jﬂﬁ =
n
w5 : ie
2l i =
_ T Bg By
\ By + His 1 n
4 Ot b i 1 12 L 12
T i o i -‘PI‘ : E i Filp g = = A . = Ny
‘ -L: ] a J.),r lﬂ' Ill + ;112 i\l
T R T B e il T - Loe
Fr b EE; Pr-{ml‘ m;s - N L o, + 07, N

. ) ; o ) ) S T ;i eV y
s e PI’ ul . Pr\l.lz ] .Ell‘i -—Pr :J _Eag) PI. .Ell [I_‘Jaj

n
i S I
i )

(2-4) Iodgpendence: E; is independent of &, if

S ¢ o ’ =
P 18y S = Bp By | g e
. J e L
Consequently this implies (theorem 3) that 8, is indepen-

dent of El



(10)

Cor. I1f B, Ea are mutually independent then

i i~ - { l )
Proky &) = PrlE|Er s,

Le

In general

T N k. !
e e “ i = }L 13
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