yemo. No.568

INFOQMATION SYSTEUS FOR
PIANNING aAND CONTIROL

B

+

LIONBLLO A. LONBARDI

OPBRATIONS RESRIARCH CENTHR

May 1765




Information Systems for Planning and Gontrol

Summar

The current state of management information systems is
discussed. Information processes are classified in two categoriess
"self-contained" and "data base" and it is pointed out that
althotigh the ones belonging to the first category are by and
large less important to mansgement, they are at present the only
successful ones, New methbods of designing data base process=s are
proposed. The concept of "real T.me" in put into perspective and
the "timing paradox" is brought up. New methods of implementing
data base processes are discusseds they follow the classical
division in "collinear" and ®on .ine"., The "maximum parallelism
principle™ isg presented. It is shown that the most efficient
collinear implementations of processes nc matter how complex
should utilize no more than four tape units ("four tape principle")
or two digk-pack units ("two xisk principle’).

A new type of non-time-=gequenced, policy-oriented programming
1anguagel) and its complement in terms of a scftware aid (the "inter-
facing" program) are proposed as tools for providing management with
flexible means of accessing diversified information and implcmenting
policies. By means of this language, policies (which are ~ igned
without constreints and expressed without referring to the.r impleme—
ntation) are made totally independent of the way they are carried
out by the information system. Hence the same lenguage (with differ-
ent is dmplémentations) can be used regardless of whether t
implémentation is ccllinear, on ..ine or hybrid.

!

1 A description of this language, mamed N1, is contained in 16
and hence is not repeated herc. But, except at most for the
second half of section 4.4, the contents of this paper can be
grasped without a technical understanding of NL; l.e., without
previous reading of 16.
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PART I. A NEW CLASSIFICATION FOR INFORMATION
SYSTEUS

1, Introduction
l.1l duchexpectation and little accomplisghment

The first computers were built in the 1940°'s., They were
called electronic brains, with reference to their potentisl +to

take over typically human thinking functions., But while they have
turned out immediately Lo be useful in performing huge arithmetic
computetions needed by engineers and scientists, Lhelr progress
towards "thinking" has been much slower. :

When in the early 1950's computer(and, more in general,
informstion technology) were first made available for commercial

or administrative purposes, it soon became common to +think that
they would have a direct impact on management both by taking over
some managerial functions and by facilitating others by supplying
nanagers witb typlcally managerial information., So many started > -
speculating that executive functions in business, government and
military arecas would become increesingly dependent upon computers
as tools to provide an information input for decisions. That in
order to use computers effectively, top executives should learn
teo understand a wide spectrum of informestion system concepts

in areas such as command and control, financial plenning, compar-
ative analysis of alternate courses of action, informstion retrievel,
etc. That they should develop competence in the use of automatic
infornstion systems in management planning and control. That the
executives' organizational trailning, decision-making experience

aad economical motivation would envolwe into factual knowledge and
critical understanding of the information and man-computer envir-
onnent where many mathematical techniques can operate sucessfully.
That, although not being able to solve every information-technolo-
gical problem that he encounters, the executive would eventually

be in a position to determine applicable technigues, select approp-
riate cyulpment, Ldentify structural inadequacies, evaluate the
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contribution of specialists, identify problem areas where expert
help is required, and recognize a difficult problem when he is

- confronted with one. That finally the top executive would develop
the same confidence in using quantitative principles for making
decisions on the basis of information provided by integrated,
semi-automatic, computer supported information system that he now
has in making decisions in the conventional way.

llanagement analysis and sociologists have devoted signifi-
cant research to prognosticating the possible changes of the struct-
ure 'of business organizations and of the whole of society that
this would yield. These studies were all based on the assumption
that computers actually do have the poteantial for either replacing
managers or to work coextemsively with them. For example, the
work of Leavitt and Whister 1 shows that information technology
has in herent elements which could create a pressure to recentra-—
lize certain parts of organizational structures. On the other
hand (but not necessarily in contradiction) Burlingame 2 showed
that other aspects of information technology may create the
possibility of decentralized, strongly particupative, loci for
some classes of management decisions. And the work on Anshen 3
reveals several factors which set an upper bound to the rate at
which acceptance of information technology can take place,

But when one reads tiese or other works, all based on the
same assumption, and at the same time looks at what is gcing
on in companies which have introduced computers, a question arises
in the back of his mind: are computers being or heading to be used
in typically managerial functions, or are they or will they in
foreseeable future be Jjust handling clerical routines? Is Ghere
a trend of information technology to interact with decision-mgking,
or are compubters relegated to accounting? Can information technol-
10ogy directly or individually help in the few, relatively fsw, but
important, decisions made by executives, or Just in the numerous
but secondary ones made by clerks?
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Dearden 4 phrased the question, and gave the answer. In \?P,
his courageous and realistic article he showed that there is a
wide and widening gap between dreams and reality. That the aresas
of business administration on which information Technology has in
impact tends to be mainly routine, hardly qualifiable as management
functions, while information technology has little effect on upper
echelons of management. And, most important of all, that the very
existence of any substantial trend to rapidly chauge this situation
is doubtful.

In industrialized counsvries the usage of computers is expan-
ding at a rate much higher than that one of their national economies.
But the room for expansion is provided chiefly by clerical paperwork,
as opposed to managerial functions. In this sense, the change which
is taking place as a consequence of the availability of computers
is similar +to the one caused by automated production, which affec-
ted drasbically the blue collar worker, but not directly the designa
engineer. Of course some managerial functions are occasionally
being taken over by computers, but the abundance of literature
covering each of such events is a symptom of their sporadicity of
gccurrence,

There is no incumbent revolution due to computers in the
technology of management. And if there is an evolution, it is
taking place by and large more slowly than the current evoluiions
in many other technologies.

Now why is it so? The reason, we think, is that the inform-
ation problems of management heve not yet been studied in terms of
automation. There are good compubters available, there is a consi-
derable amount of knowledge aboubt decision processes, organizational
structures, and optimizationferiented mathematics.- But the problem
of structuring the role of automatic information systems within an
organization in a way to make it inherently amenable to play a role
in management has not been studied yet. There is no body of knowledge
sbout this area, that we can cell management information systems
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analysis, not to speak of a repertoire of techniques. (ot being
a sociologist, this suthor has toc register this situstion as a
fact, without being able to explain it historically). This
situation implies that the picture given by Dearden will continue
to. represent reality until basic theoretical guidelines and an
appropriate technology are developed. This requires a major leap
forward in theory to fill the gap. When this will be achieved,
but not before, the picture might caange.

So this article is devoted to presenting some initial results
of studies of the theoretical structure of management information
systeﬁs and ensuing technological guidelines to their development.
At least, this paper proves that, although it has never been done befor
in any real sense, such a system can be developed, but only condi-
tional upon adopting several entirely new concepts and methods, and
departing from conventional approaches.

The topics discussed here zre:

« The correct relations in terms of information flow between
Operations research, infcrmation systems analysis, manag-
ement, and data base.

o A model of information system which is immediately respon-
sive to management's requests for information and to order
of 1mplementing management's policies.

Such a model does not impose any constrint on information

requests or policies.

. The response time requirements of different classes of
information requests and policies, and their reflections
on the way of implementing the information system.

. A method of implementing information systems based. on
that model with a minimum amount of hardware.

« A discussion of a programming language and other software
alds to management information, also based on the model.
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« A method of planning the implementation of management A\
information systems of.'any level of complexity at minimunm
coste.

l.2, A state of confusion

When approaching the problem of evalusting the contribution
that computers and operations research (i.e., information technolo-
gy) can give to his organization, or the one of selecting spprop-
riate data processing eqguipment, or of identifying specialized
techniques which are applicable to particular information problems,
an executive today is confronted with a large amount of partly
unstructured, incomplete, often coantradictory criteria and methods,
of which he sometimes can hardlyy make sense. IHe hears that compu-
ters can be very fast, accurate, efficient and economicel in per-
forming routine computetions and report preparation; that the
formuletion and computer implementation of models of the organi-
zation or parts there: of can sometimes help in evaluating the
implications of proposed policiess, sometimes issue optimized
operating decisions, while somesimes they cannot be of any subs-
tantial help at all; that there are various techniques of build-
ing models and simulations, which apply to different situations;
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and speed up the programming of the work of computers in some
caseg, while in other cases the programming work represents a
major investment, and changes ol a program involve major expenses,
difficulties and a long lead times; that areas of mathematics
called mathematical programming and statistical enalysis can
bring to light important facts only conditional upon the raw
information availgble meeting certain requirements; that different
information requirements need different configurations of equip-
ment, But what he does not find is some general criterion which
enables him to see what fits where, which techniques apply to
wihich problems under which conditions, which ones of the
techniques that he needs are available today, which ones sre not
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available but can be developed, and which ones depend on unsolved
problems, still in the domain of basic research.

The first aim of this report is to provide the executive
interested, in planning or evaluating management information systems
with some orientation in this maze, to make him aware of the diff-
erent stages of development of different tools, and especially to
what situations and under what conditions certain tools apply.

The second aim is to present the results of new research on
The information flow in an organization, which leads to a flexible
model - the "functional polyhedron"” - which is common to many
organizational structures in various areas. This model yields
new ways of designing informetion systems, of selecting hardware
to support? them, and of building languages to program them.

l.% Identification of problem areas

As we said, when computers first became generally availsble
in the early 1950's, much emphasis has been given to their poten-
tial in extending the human intellect and thus helping at high
level of decisilon-making. However, in current practice, in most
organizations computers :. ... . -+ are confined to a low
echelon role: role consisting mainly of routine accouating and
routine engineering computations.

Often one thinks that this is only a starting point, and
that the next_.step is to gradually. extend tiaeir role to increasingly
high levels of decision making by rationalizing and reducing to
detalled sequences of instructions the decision procedures involved.
But when this work is faced, one is confronted with the problem
that many decisions require the simultaneous presence of hetero—
geneous information, whose supply must be taken care of when the
computer programs of the information system are written. Hence,
those programs must handle the simultaneous flow of different stre-
ams of data. Furthermore, changes of policies may involve changes
of the information requirements, and consequently re-writing of such
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programs. This is a major Jjob which often discourages initiatives;
in fact, agrtificial languages now available to help in this work \\
("eutocodes," COBOL, IBN Commercial Translator, FACT, etc.) are

useful only in freeing. the programmer from references to.the

detailed structure of machine instructions or frequently used
sequences of instructions, while they involve no major tool for
specifying the control patterrn of the data flow in conciese form,

Before and during the ccmputer era, mathematical techniques
for data enalysis have been developed extensively. Statistical
analysis, mathematical (i.e., linear, quadratic, integer, dynamic,
etc.) programming, and network flow enalysis (i.e., PERT, Critical
Path llethod, etc.) are well kvown and documented technological
aregs. But the limitation common to all mathematical manipulations
is that they require correct, meaningful and accurate data., The
output of sophisticated matieszatical manipuletions is correct,
meaningful and accurate only to the extent to which the raw data
were such. Meaningfulness of raw data in terms of exact knowledge-,
of what exactly each number is a measure of and of where and under
whicih conditions such measure was taken, is often the most essential
(end often overlooked) factor. Now such raw data are often provi-
ded by sections of information systems other than the one which
analyzes them so that the usefulness of the finsl results depends
on these. UlMathematical manipulation, far from being a weak point,
is at present by far the strocgest link of the chain of phases of
the metgbolism of informstion in organizations. Yet it is a link
in a chain, not an alternative approach which can replace other,
weaker links, ©Since the total strength of a chain is the one of
its weakest link, at present most attention should be conceuntrated .
on other phases of information processing. Ilore precisely, one
needs methods of providing the exact type of information which is
needed for the perticular mathematical analysis tiat one wants to
adopt, and methods of monitoring the meaning of data in terms of
their source and the path through which they .flow.

»
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Decisions tend to become 1less and less routine the higher
one goes in the organizational hierarchy. By reflection, the
~information needs ror functions performed at higher echelons
are quite variable. This applies both to the case of automatic
and. _human decisions., So an information system can effectively
serve at this level only to the extent to which it is possible
and easy to substantially modify its output of information at
various points, in order to issue information that nobody had
requested before, which a portioriis of a nature tnat had not
been contemplated when the system was first built. This can be
achieved only if the general structure of the information system
is independent of the mode of operation of the information inlets
and outlets, in the sense that sach time one decides to add a new
inflow of information or tc retrieve a particular type of inform-
ation, one should not necessiatate redesigning the whole system,
but simply to place an inlet or outlet abt an appropriate point,
or modify existing ones. In particular, such outlets should
consist of the implemaptVation. of a formal definition or represen-
tation (filter) of the information which is needed. This requires
both a systematic way of designing and controlling the data flow
and an artificial language in wiich to write the above representa-
tion.

These three problem areas - programming complex integceted
systems, monitoring the meaning and value of information, and
augmentlﬁg systems with information inlets and outlets o -

S “~; at unaaticipated points of call for
advacement in two major areas: the analysis of the flow of data
and the design of appropriate system languages. These two areas
are intimately doubly related, first, because the data flow can
be analyzed, controlled and modified only if one has an appropriate
language to do so; and second, because a language to design
inlets and outlets, which should be independent on the data patt-
ern, can be conceived only on tae basis of certain assumptions
on the data flow whick are valid in general.
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The following section of this report will focus mainly
on these two areas.

1.4 Relation between operetioas research and information

systems analysis

A typical misteke in talent allocation accounts for much
dissatisfaction about management information systems. This mistake
consists of intertwining mathematical technigues and data flow
orgenization. Since the first are currently at a higher stage
of development, the second has often been viewed as playing a
purely accessory role, and designed in unrelatedibits and pieces,
each serving some particular contingent need of the first. The
result has often been that .the whole system was unsatisfactory,
slthough the mathematical parts might have been correct. This
mistake has often been caused by a misunderstanding about the
role of operations research in an information system. Illore
precisely, e typical pattern of this mistake consists of a
tendency of systems analysts with a background limited to
operaticns research to focusing their interest on the decision-
naking process, and may-be trying to improve it mathematically,
disrvegarding the delicate function of supplying information for

auch prceess.

The latter function can be accomplisned only in terms of
methodic design and analysis ofithe information context in which
decision processes take place, To design controls over such
environment, which allow it to provide information input for the
decision-meking process, is the primary role of the information
system specialist. To analyze and improve the decision process
ig tne role of the mathematician or operations researcher (whose
tools, however, we will not discuss in this report). So it is
very impurtent to keep apart these two roles, which involve
different and unrelated technigues.

l#‘
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Decision processes are sometimes delicate and difficult

to analyze, be-cause they generally involve intangible: factors

which it is hard to rationslize. For example, the choice of
variables in the process or the one of the group of persons who
performs 1t can depend on historical and organizational peculiarities,
not in line with organization theory., Sometimes such imponderable
factors play a very useful role in the decision process, and often
trying to modify it in the name of mathematics may involve shocks
of unpredictable consequences on the organization. The rapport
between decision process (with cor without methematical help) and
information system is that the cecond furnishes information input
to the first. But an informaticn system should not be allowed to
contain as integral and unsepareble parts decision processes,
although these can be added as separate and removable modules.

And it is not the business of the management information system
specialist to get involved in evealuating the decislon process.
Rather, this specialist should design the information system in a
way such that any information cen be fed in or retrieved wherever
and by whomever wants to do so, witnout concern as to whether or
not particular inputs or outputs are desirsble from a managerial
standpoint: he should ensble the manager Lo declde asbout that

and modify his designs when he wants, without in turn requiring
that this one be concerned sbout the structure of the
informetion system.

This separation between information system and msnagerial
and/or quantitative decision process is fundamental in the
concepts discussed here., One of the purposes of the work reported
here is to try to provide tools by means of which the information
system analyst cen perform a useful task in improving the output
of management decisiocns without getting involved in delicate
organizational matters. Our brightest hope is to help analysts
to reduce somewhat the friction and mistrust which so severely
hamper their contribution.
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The Jjob of the information system analyst is to provide
economical and timely informetion upon the specifications given
by management. As of today he has not yet any effective equipment
of notions and techniques to perform this job. The following
section of this paper report on work aimed at starting to build
such tools., On the contrary, the kind of information which is
drawn, (e.g., exception reporting) the places where it is made
available (e.g., who should receive which reports), and the way
such information is utilized are matters of policy, not matters
of system analysis., The golden rule of discipline of the information
system analyst should be "stay awsy from. policy matters." Instead,
his duties are to make any type of selectlon, point of outlet, and
ubilization of informestion possible, economical and timely.

The lack of insight and of a body of knowledge .about
management information systems gielded incompatibility between
requirenents of stability. of operation vs. flexibility and clhange.
Hence there is now a dichotomy between ongoing, low échelons
routing processes and advanced experiments. One of the goals of
the methods reported here is to overcome such dichotomy.

2+ BData b

2.1 DSelf contained processes znd daba bases

ses and their evolution

&3]

Some kinds of information processes ha¥e been more successfiul
than others. However, there has been so far no rationale available
to determine underlying causes of success or failure, so we can not
utilize past experience for prediction. We think that there is a
messurable reason for difference in results. Here we will propose
2 simple texonomy of information processes based on two main
categoriess Self contailned processes, for which tools are already

widely implemented and documented, and data base processes, for
which a bthecry and technology, not yet existent, is proposed

in this report. uMost of +the successful processes of the past and
present beloug to the first categolry, while the second is much

~

y
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more lmportant in scope, capital investment, and impact on

organizations.

Let us identify self contained informstion processes: such
is a process which, each time it takes place, is preceded by..a
reading of all of the information input that it needs. Such
reading (which may refer to gauges, prices of the security or
commodity merket, levels of inventory, backlog of orders, etec.)

will be called ilnput experiment.

' Typical examples are: optimization by linear programming of
0il, feeds of chemical blending processes; regulatory controls of
industrial processes; automatic numerical programming of metal
cutting machines; most current job shop simulations.

If (and only if) the input experiment can be handled sucess—
fully, the only remaining difficulty stays in the internal process-
ing of the information. If effective tools for this purpose exist
and arejutilized, success is bound to icome. As. a typical exzmple
of success we may quote the linear programming optimization of the
operation of oil refineries. As example of a case where the input
experiment can be handled properly, while knowledge of the internsal
processing 1s less complete, we may quote industrial process control
or control of spacercaft, where, in fact, success varies reflect-ing
variations of the extent to which one knows how to formalize the
decision structure of the control progrsms for particular purposes.
As example of a case where effective internal Processing techniques
are available, but the input experiment afteﬂ?resents difficulty
(and, accordingly infers, variations into the total effectiveness)
we may quote FPERT project scheduling systems.

liost computations stemming from research and development in
engineering and in the physical, life, medical, social, or earth
sciences, are typically self contained. In such pProcesses the
input-experiment consists of reading requirement spécs, lifting
number from the literature, or carrying out measurements or
experiments (in the conventional meaning of tue latter word).



sselolt o

So the bottleneck is internal processing, chiefly of mathematical
nature. And the fact that there is today a whide body of knowledge
in mathematics explains the fact that, in many cases, information
processes in these areas are successful and helpful.

An interesting feature concerning many self contained proce-
sses is that the input experiment involves little information.
Consequently there is little interfact between the informetion
process and the organizational environment, end hence little
interaction between the introduction or modifications of the
first and the structure of the second. This situation is respon-
sible for facilitating adoption of self contained information
processing methods in msny organizations.

The second class of processes, namely data base processes,
is identified by the fact that, in addition to data resulting
form input experiments, each time a process takes place it draws
data from and/or modifies an existing data base. The significant
cases are those where such data base has the following properties:

. Is permanently in existence, and so establishes continulty
tetween repeated performanezs of the:sameror differens
DPIrOCEsSSeSs

. Is diversified and structursd, as opposed of consisting
of arrays of numbers having similer hierarchycal level
and analogous connotationse

. Is commen to all gnformastion processes within an organiza-
tion, and hence covers a whole organization, snd perhaps
is inbtegrated with the data bases of other organizations,
as oppesed to belng associabed to ong partlcular process.

. Each process, each time it takes place, uses as input and
modifies by its output only a selected, small part of the
data base. However, the particular part which comes into
play varies as a fuanction of the process and gf the
different execution of each process in a way that it is not
coupletely predictable in advance.

’
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Is evolutionary, in the sense that it keeps changina both

w0 in structure and contents. In other words, each time a
process takes plece, 1t will flnd the aava base modifed
by otheriprocesses (or by a previous execution of the same.)

A data base is the body of standing formalized and machineable
information available within the organization. The extent to which
the data base covers all information relevant to management decis-
ions (i.e., extent of automation of the management st%%gture)
varies from one organization to: the other, and, withinfsame one,

it varies and should increase with growth and maturity of the
organization. Ideally, in a highly automatizied organization,
management decisions (with or without mathematical help) should be
based chiefly on information draswn from the data base (as opposed
to the physical environment of menagement or listings periodically
printed in hard copy); the results of such decisions should have
as first effect modifications on the data base and they should
affect the environment only indirectly.

The -information system is the part of the orgaaizetion
which provides for:

. Orgenizing and marshalling the data base

. Controlling the transfer of information between mansgement
and the data base and vice versa. In order to do wuis,

the information system should have very flexible progremm-
ing tools (not yet available today, but outlined in this
report) allowing immediate implementation of seliection
criteria, freely specified by management, for extracting
information from the data base on entering information

into it

Controlling the transfer of information between the physical

e

environment (plants, outside correspondents, etc.) and the
data base.
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The information system consists of computer hardware, a
package of program generators (which will be discussed later)
end a staff of information system analysts. To the extent to
which the criteria set forth here are followed, no application
programmers (in the conveational sense) should be necessary,
although need for developers and maintainers of the prograimming
Gools 1s to be contemplated.

A data base 1s broken down into files, each consisting of
& set of records. A record is a complete characterization of a
given item. for instance, a record may contain all information
pertaining to a given item in inventory, or to a customer account,
or to an employee, or to a taxpayer, or to a design project (in
which case it may contain blueprints and/or references to blueprin-
ts)s Or it can also contain the company correspondence with a
given correspondent, or summary information concerning a technical
paper, a list of titles of technical papers on a given subject, an
abstract of a law, all court decisions on a given issue,; complete
information on a patient in a hospital, all information available
on a specific disease or on a sector of the national or local
ccounomy, populstion, type of employment, etc. A record can also
be a program for quantitative (statistical, etc.) analysis. A
record is broken down into fields, each of which can be in turm
broken further down into other fields, and so on. (Some fields
may contaln informetion directly amensble to graphical representa-—
tion by means of visual displays.)

Fach record within a given file must be unambiguously
identified by the contents of one or several of its fields, named
Zeye. Typical keys are the stock number of an inventory file, the
soclal security auumber of an employee or hospitsl patient, the

project identifier for a set of blueprints, etc., These meanings

are called Zgy ccnnotation, and identify a file. A file does not
necessarily have to be sorted with respect to its key, although

Gids cen slwsys be done. In 'a properly designed data base there
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‘should never be more than one file with given key connotation,

Items of information flowing between the data base and the
environment, between the data base and menagement, or between two
different files Wf the data base are called messages. In principle,
message has a structure similar to the one of a record, although
in most cases it is shorter. A message orginated within the data
base by the operation of the informstion system is called endogenous.

A megsage coming from management or the environment is called
exogenous. A message 1s called gndodirected or exodirected,
respectively, depending on whether it is directed towards the
data base or the outside (management or environment).

No message nandled by the information system can be both
exogenous and exodirected. A message which is both endogenous and
endodirected is called a transfer messaege, and it never leaves
the information system: hence the existence of transfer messages

if of concern only to the system analysis.

Exogenous messages coming from management may be requests of
displays of single records or sequences of records satisfying a
glven conditions, requests of compact summaries (e.g., Gotals,
counts, averages, or results of mathematical analysés based on
fields of all records of a given file which satisfy a given condi-
tion), They can also be expressions of decisions, such as urders
to buy, sell or produce, to change fields of specific records or
of records satisfying given conditions,.or delete or add new records
to files.

Exogenous messages coming from the environment can be keypun-
ched and formetted summaries of letters (e.g., orders), readings
from gauges in plants, coded wirs messages, etc.

Exodirected messages can be in the form of letters, printouts,
displays, wire messages, pulses to plant regulators, etc.
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Examples of data base information processes are all those
which pertain to a diversified opsration, such as integrated
management of continuous or job shop production, raw materials,
parts and product inventory, supplies, personnel, finance, sales
and shipments; commend ang control of entire weapon systems and
their supports (as opposed to comunand and control of a single
spacecraft, which self-contained) or of diversified military
forces; reporting and cross-informnation systems for project
mansgement, involving time schedules, expense accounting, xeeping
track of work force, and retrieval of blueprints and memos.

Data base information systems are of interest to the manag-
ement of complex business, civil service or military organization,
while self-contained information systems are typically of interest
in specialized technical areas. Data base systems are the mcst
important and so far less studied. In this work we are mainly
concerned with data base systems.

A hardware congilderation: much has been said about the fact
that the decreasing cost of computing hardware will eventually
nake small, powerful, future computers so inexpensive to mele them
easily availeble in every office, Accordingly, in the controversy
about the relative convenience of separate small computers vs.
multi-access, large ones, 1t appesars that the first ones will
egventually have the upper hand. This might be true for usege
related to self-contained information processes, but not to data
base ones, because compartmentalization of hardware would prevent
the usage of a common data base to> different processes within
an orgaanization. Ve feel that, ia the perspective of the predicta-
ble advaunces in electronic enginesring, this one, as opposed to
scale economy and saturation of cezpacity, is the strongest argum-
egnt in Xeavor of multi-access approaches.
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2.2, IMathematical technigues require self-contained informa-

tion environments.

If we look at past experience with operations research, we
note a remarkably positive correlation between success and seli-
containedness of the applications. ©So the first gquestion one
should ask when trying to apply established mathematical progremm-—
ing or probabilistic analyses is: Is the information process thab

We are considering self-contained? In case the answer is negative,

this does not mean that OR is useless. Instead, i1t means that a
prerequis-ite to the OR study is a study and possible modification
of the infopmation system aimed at providing controlled outlets of
unambiguouslyfidentified information which serves as input for the
OR processs: if this cannot be done successfully, then OR efforts
would be misplaced.

To do this successfully, one should try to adjust outlets of
information in a way such tnat the OR process takes place in its
habitat, i.e., in a selfcontained environment, characterized by

the possibility of meaningful input experiments. When pertlnent
information is contained in an on-going data base, such input exper-
iments should draw directly from the data base, by mezns of an
interface, and directly from the physical environment. ©Such inter-
face can be designed in terms of judicilous piacement of outlets in
the various processes on the data base. S0, by building aui inter-

face appropriately, one can create locally a self-contained situat-

ion within a context of data base processes.

In current practice we occasionally see this approach implem—
ented. For example, some inventory conurol programs ( which are
typical, even though simple, data base processes) for each inventory
item one sales forecasting and inventory optimizetion subroutines
(which typically perform a self-contained function) and supply it
with up-to-dat@ pertinent pieces of information selected and drawn
from the data base (chiefly the inventory file, whose records carry
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information on past sales).

Actual implementation of such phylosophies with present
tools is hard, expensive, and hence involves rigidity with respect
to the evolution of policies: consequently we rarely see them -
working, and almost never see advauces beyond the point epitomized

r the above inventory example, However, the techniques suggested
in the last part of this report can drasticelly reduce implementa—
tion efforts.

A similar positive correlation between success and seli-
containedness is evident in simulation studies. The main argum-
ent against the significance of such studies does not affect the
simulation techmniques themselves, but rather the fact that they
can be implemented easily only in Zictitious, artificial, hard-
to-test environmeants. In fact, by genersting an artificial
data context one easily meets the prerequisite of the self-
contained situat=ion: but in this way he also loses contact with
the real context with which one is interested in observing simula-
tion models interact. »Such contex® can only be supplied by the
data base of the real organization, in terms of appropriately
placed outlets., ©So the future of simulation depends on the
extent to which we will be able to create local self-contained
environments for models within the framework of data base.

A third area of problems worth mentioning is the one of
project menagement. IFor this purpose there is a whole selectlon of
effective matienatical techniques going from elementary algorithms
(such as PERT and critical path methods) to quite sophisticated
network flow analysés. But all of such techniques operate well only
in & self-contained environment. This explains why most of the
difficulties in implementing them stems from supplying up-to-date
and significant raw data to the algorithms., Such data must come
from a data base, which, is project management, tends to be even
more evolutionary than in the management of continuous operations.
Hence, what 1s needed in order to solve the difficulties arising in
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this area is again to enable us to perform input experiments on
the data base, which is independently maintained by various data
base processes., This again can be achieved only in terms of

techniques of plugging modular information outlets in erbitrary

positions in all data base processes.

2,5 DIimely informstion supply and the timing paradox

The expression "real time information process"™ has become
very popular, although not everybody agrees on its meaning. We
will adopt the definition of E.L., Glasers "An information process
takes place in real time if, upon the receipt of outside (input)
messages, 1t initiates, stops or modifies its output in time for
teking appropriate action.” By this definition, an information
process is good only if it tskes place in real time. The charact-
eristic parameter describing a system from this standpoint is the
mean lead time or response time (measured in units of time) between
the recelpt of the input and modification of the output.

The adequacy of the response time of information process
should be evaluated with respect to its relation to the time delays
implied by the transmission of the input messages snd the execution
of the actions provoked by the output. For example, in case of a
process which controls the shipments by trucks of inventory goods
to other cities (which takes a time of the order of days), a
response time of hours or up to one day is quite tolersble for
considering the process as a real time one; the same holds for
processes involving the control of payments made by customers,
since it takes days to forward and deliver the mail. In case of
computer scheduling of a job shop where holding times in tho=
different machines average hLours, the response should not exceed
a few minutes., For the control of a missile of an airplane in
the environment of an airport, highway, it should not exceed
fractions of a second. At the other end of the spectrum, a
process which decides on which texpayers further checks have to be _
performed 1s real time even if it has a response time of weeks or
months, because of the time necessary to execute such checks.
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A master technique of reducing the respounse time of a process
will be discussed later. In general, however, expediting the
response ilnvolves a certain marginal increase in capltal investment
in equipment. So the marginal profitability of efforts aimed at
collapsing responses below the level at which processes take place
in real time would be negative, 30 we need guantitative guldelines
to evaluating the response time of a system.

Let us consider as example an information system designed to
handle the complex scheduling and execution of a large scale military
move which takes several days to exzcute. When such a system is
asked to actually perform a movey a response time of hours would
probably be adeguate., Bubt the very ssame system should be able to
respond to aneobhexy kind of external orders, namely requests for
informtion asbout all the various implications of proposed moves,

1 bhe basis of which such moves caa be evaluated. As a conseguence
of the information issued by the system, a proposed move may be
discarded and informetion on an alt:sranate move asked. Here the
zcticn initiated by the output is not an actual move winich take
several dsys, but rether a staff discusslon which takes a few
hourg or minubes., ©So the response Hime must be considerably sliorter
(of the order a minute at most).

Similar examples can be found in business. Jfor instance,
the response time to a message entalling the order of raw mater—
igls, thaet it would take deys to load and ship, can be of several
Lours. On the other hand, & reques’i by a purchasing executive who
wantes informaticn about prices or implications of several different
propesed purchasing policies before he makes an operating decigion,
neads to be answered in seconds or minutes.

In the control of an industrial manufacturing process whose
inherent response time to charges o regulation parameter is of
hourss; an information system with a response time of tens of minu-

-~

teg iz adeguate for performing actual control. But a shorter

regponse time is needed when toe information system has to rapidly

o ]
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predict (on the besis of a built-in model of the process) the
consequences of a cheange of parameters that a process engineer
would like to test in order to decide whether to make or discard
them.

As lest example, consider airline reservation systems. Here
a response time of tens of minutes is adequate to actually place
a seat reservation. But requests of seat availability information
by a customer who is considering alternate travel plans must be
answered within the time of a telephone call.

. A1l these examples are drawn from data base processes.
A1l of them show that there are two different kinds of input zcuc -
messages in an information proces%@hich require two substantially
different response times. SO the problem comes up of identifying
the two types of input messages and utilizing such distinction in
system design.

The situation depicted in those examples is quite frequent
in data base processes. JFformalized, it sounds paradoxical: Input
megsages into a data base probess require a much faster response time

when they do not directly imply the execution of any physical action,

i.e., when they are dry information messages. This phenomenon is

called the timing paradox of data base information processess,

The timing paradox is characteristic of data base processes.
As counterexample, in air traffic control in the vieinity 1 an
airport (a typical self-contained process) responses of fractions
of a second are much more necessary when their aim is to effectively
adjust the behavior of airplanes in flight then when their purpose
is to answer to dry information messages.

The timing paradox is not a universal truth, but a quite
informative standpoint for initial drafting of data base informat-
ion systems., It should be kept into account to avoid heavy unbal-
ances., Its utilization works as followss: if a process has to i
accommodate dry informetion messages, then the response time
should be of the order of the time necessary to apprehend the
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‘information issued as a result. If not, the response time should
be not larger than a fraction of tne predicted time needed for execu-
ting actions based on the information output.

The need for accommodating dry informstion messages often
involves higher marginal capital investments which do not reflect
in a more effective execution of action. The justification for
such extra cost should be found in terms of a wider and more select-
ive supply of information to management and of the fact that many
important executive decislons have several dry information i essages
.85 a prerequisite.

3+ Collinear Data Base Informnation Systems

5.1l General concepts and the maximum parallelism principle

Collinear data basis information systems are data base systems
which processes the data base in a way which satisfies the require =
enent that

Any time a file is called into play, all messages available
in the system, which are directed to any one of its records(called
input messages), are completely processed. Such complete processe—
ing of all messages directed to a single file is called a function.
Within a function records of the file involved are brought
in sequentially, and each one is processed until exhaustion of
all available messages directed to it. The complete processing
of a single record is called a phase. So a function is executed
as a sequence of phases, The time elapsing between successive
executions of a given function, say, £fi , is called period of Ei‘

A data base information system should involve as many
functions as there are files., The execution of a function involves.
' » Reading all input messages and executing all action that
-they call for .
» Replacing the old file by means of a new (updated) file.
The old file is no longef of any use (except for emergency -
reruns in case of machine breakdown) #fter the end of the
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execution of a function

. Prepare and issue all endogenous (exodirected or transfer)
messages (output messages) implied by the interaction
between the file and the bateh of input messages.

By and lerge the time necessary for executing a function
on a computer is only by a little frection greater than the time
necessary for reading the old file and writing the updated one.
This is the substantive reason for tue desirability of handling at
once all input messages, no matter how diverse their natures and
origins are, and hence issuing at once all kinds of different
output messages. This is called the maximum psrallelism principle,
and the parallelism of a function can be defined as the Total
number of types (streams) of output messages that it issues.
Applications of the maximum parallelism principle is desirable

because it allows

. Efficient use of capital for equipment, or alternatively
for enabling to handle a given data base system with less
expensive equipment®

. Avoiding time wasting repetitions of the execution of a
given function. Hence being able, at the same cost, to
have a more frequent execution of each of the functions.
This can greatly accelerate the response time of the systen
to exogenous messages.

. lMlaking all programmed decisions with a wide synopsis of all
information from all possible sources, including the items
of information which came at the last minute.

. Keeping the data base as up~to-date as it is conceiveable,
thus allowing it to "live™ and to be a reliable source of
information

. Augmenting and modifying the scope of the information
system (i.e., adding new streams of messages, hence allowing



menagement to obtain new kinds.of-reports or answers to e
unanticipated types of questions, etc.) at negligible

marginal cost, because such extensions do not require

additional scanning of files.

However, most systems in existence today have a very low
parallelism, (i.e., they involve repetitive scanning of files
for processing different streams of messages). For example, a
frequent snd extremely harmful practice is to separate the updating
of files from all other operations. There are reasons to believe
that the cost and response time of many present day information
systems could be reduced by a factor of ten just by redesigning
them at maximum parallelism. But what is the motivaetion for
such an undesirable practice? Or, better, what is the difficulty
in adopting sound ones?

The difficulty is that programming a highly parallel function = =
generally involves writing a very lerge and complex program. To
originate such a large program and to adept it to the changing
requests of management is very costly and slow,

Unfortunately there are no effective tools to help here.
COBOL: and similar languages do not facilitate this work: all uses
we know where such languages have given some satisfaction were
functions with extremely low parallelism, So the very possitility
of adoption on a large scale of the maximum parralelism principle
is contingent upon the development of the substantially new type of
programmning language that we advocste,

3.2 Routing of transfer messages

s

Collinear data processing involves cumulating all exogenous
messages entering the information system, UNMore precisely, it involves
grouping them in different batches (input batches), each one corres- ~
ponding to a file. IKach such batch is used as input, and thus
annihilated, every time the corresponding function is execubted.
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This implies that the first thing to do on an exogenous message

is to assign it to a particular batch. Then, as part of the

next emecution the function (let us devote this function fi )

the interaction between this message and the file may issue exod-
irected as well as transfer messages. In particular, the program
of the fi must take care of encoding into each transfer message
some indication (code) of the function to which it is directed.

At the end of the executlon of fi , each transfer message issued
by £fi will be batched together with all exogenous and other
tra;;fer messages (coming from any function) to provide an input
for the particular function to which it is directed. This relaying
of messages (i.e., exogenous - transfer - ... = transfer - exodirec-—
ted) is called internal routing.

For example, when an exogenous order enters the information
system of a wholesale company, it should be first batched with the
input for the inventory function (whose file, the inventory file,
has the stock number as key connotetion). The impact of this order
upon the corresponding record (i.ee, = oo '
the stock record of the item ordered) caunnot produce directly a
shipment order, because at this time all there is available is
informaetion on the item ordered and none on the party who issued
the order. What is generally done instead is subtracting from the
quantity-on-stock of the record the quantity ordered and issuing
a tremsfer message to the function corresponding to the customer
files This transfer will contain the code of the customer as well
as all information relevant to the shipment which has been gethered
as a result of the impact of the order message with the inventory

record.

The customer's function may have as input exogenous messages
such as payment slips for accounts receivable, transfer as the
above for clearing shipments and issuing invoices, or requests of
specific information on specific customers, changes on the customer
file, etcs As required by the parallelism principle, each time
it is executed it performs at once all the processing of the
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customer file, i.es, account receivable, updating of the file,
invoicing, information retrieval from this file, etc.

Tet us assume that the impach of the above transfer upon
e corresponding customer pecord causes the issuance of an order-—

ct

i

of~ghipuent and other exodirected messeges (e.g., letters, bills,
EtGets = LL Bhe compeny®s invoicing policies encoded 1ln the program
for the customer's function require delaying the issuance of the
bill, then such impact will issue an approprieste transfer directed
to the next execution of the very same gustomer function (the

only function which can handle bills) for later invoicing. COther-
wige a bill is! issued as direct result of such impacte

If, on the contrery, the information on the customer is
\ that, according to the company's policies, the order should
be fulfilléd, then, besides peizhaps appropriate exodirected
ssages (a letter %o the disappointed customer, & report to
nenagenent, etcs) the function should issue a (feed-back)
transfsr directed to the (next exeéution of) the inventory file

o
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conbaining information sufficient 50 add back to the amount-on~stock
of the item ordered the amount of she shipment that has been cancelled.

Tn case the stock item considered should be reordered according

to the company's policies encoded in the program for the inventory

function, then the first nentioned execution of this function ~hould

issue a btranfer directed to the suppliers? function. This trensfer
will conbtain the code of chosen supplier (the list of all su.pliers

of the stock item considered must He contained in its inventory

record) as well as all information relevant to re-ordering (quantity,

urgency of shipment, packaging instructions, etg.), which can be

1ifted from the inventory record. Then, under normal circumstances,

an excdirected order will be issued by the nexft executlon cf the

suppliers? function (which, for parallelism IreasoOily will alsc handle

crdering, accounts payable, updatiang of the suppliers® file, reporting -~ _

from such file, etce)e.



In the above example, routing could be handled differently,
i.e., the exogenous order could be first given as input to the
customers" function, which in turn would issue a transfer to the
inventory function. Internal routing is an important decision
to be made by system analysts beceuse it mey influence the
response time to messages. In general, the systems analyst can
regulate the response of the system to messages by operating on
the following sets of parameters:

. ‘'Periods of the different functions. Sometimes a simple
round-robin is adequate, while in many cases some functions
need a much shorter period (snd, consequently, often handle
smaller input batches) than others. Variable periocds for
a given function, as well as unscheduled executions aimed
at handling urgent messages, should elso be envisaged.

«» Routing of the different streams of exogenous and transfer

messages.
o lMatching the machine power to the load implied by the periods

of the functions.

The above are the points which the work of the system analyst
should focus. This "dynamic" analysis approach represents a major
departure from conventionsl systeas amalysis, which is limived to
"gtatic" considerations sbout the average frequency of occurrence
of messages. Hence conventional systems analysis does not give
insight into the dynamic of an information system, and does not
help in improving responses nor in reducing the requirements on
machine power. (For conventional system analysis§ see the IBI
menuals on SOP-Study Orgenization plan, or, for excellent
presentations, reference 5 and 6
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3.%5s Local self-contained esvironments

Referrring to the sbove example of the information system
of a whole sale company, it occurs that decision concerning
reordering, which are part of the ilnventory function, can be made
rationally and optimally made with the help of modern mathematical
inventory management techniques, mainly based on time series
analysis (such techniques are widely covered in the literature).
As it is clear from section 1, however, such techniques apply
to self-contained systems, while the system presented in the
example is typically a data base one., Is this a contradiction, or
can we still apply such statistical techniques?

We cang more precisely, we can apply them on data that
the inventeory function provides, thus crecting a local self-

contained information environment s =ramnaaiadmuonebsSes

with respect to each inventory record, i.e.y each phase., In order
%o 4o so, mathematical .peordering policies must be encoded in

ot

he program of the function, and the dabta relevant to them
(records of past shipments, inventory cost figures, etc.) must
be contained (and updeted by each execution of the inventory
tunction) as fields of each inventory record. T--=wias e
Inventofy Pecords can also contain parameters for the programred
policy in order to allow the program of the function to choose
between alternate re—ordering pelicies which apply to differe.t
stock ltems (fthe design of such perameters 1s a menagement, not
a gystems snalysis decision). In advanced applications, one can
think of pushing diversification of policies from one stock item
to another to the point of encoding a part (subroubine) of the

. reorder policy program in fields of inventory records, thus
sharing the policy program between the program of the inventory
function and its data (in this case, the inventory file), In
eny case, the mathematical rreorder subroutine is executed for each
phase during (as opposed to after) the execution of the inventory

functions
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More in general, self-contained environments to which operation
research can be applied can often be created locally for each single
phase, during the execution of a function. In this case assistance
of operations research specialists is reguired in order to

Design and program the mathematical algorithms involved
Tell to the system analysis which information should be

o

placed in fields of records, so that such algorithms
can operate by finding their habitat in terms of a self-
contained environment.

On the other hand, the system analysts should be charge of

. Making the gbove information available in the files
. Designing and programmiag the functions (all of them,
not only the one directly involved) so that such informa-—
tion is kept up-to-date Incorporating the programs
written by the operations research people in the correct
_ position of the progrem of the function directly affected
Proper allocation of tasks tothese two different technological
specialties and interagtion between them is vital for success.

3.4, "Summary" self-contained environments

Local self-contained information environments within
functions is one of the two ways operatlions research and, in
general, mathematical management Lelp can be used. The second
one is by applying it independeatly after the execution of ome
(or more) functions, and utilizing as data particular exodirected
messages issued by such functioas. Functlons must be programmed
to issue such messages by the system analysts, to whom the
operations researches must tell what information such messages
should contain. Then the mathematical analysis of such data can
be performed automatically by the computer as soon as all data
are available (in which case the operations research people will
write the program and the system analysts will schedule its runs)
or by the computer as independent task started by human interven-—
tions, or can be done with pencil and paper.
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In any case, this latter type of application of cperations
research techniques is based on information which can be viewed
as a selective summary from the daba base. lence we cen name

its self-contained environment a swumary self-contained information

environment. Ixamples of self-contiained processes which comuonly

occur on sunmary environments are gimulatlonsg linear prograns for

optimization of continuous production Processes, statistical
snalyses for reporting in connection with long range planning

purposes, etc.

3,5 Parametrically modified executions of functions

Occasionally it is wise to consider running a function
faster than usual. This requires en abstract, as opposed to the
full original, or the file involved. This can easily be done
within the framework disucssed here as follows

. 'The sbstract file (s) is (are) generated or regenerated as
a sequence of trensfer messeges every time the function is
executed with the full file.

. Such abstract files are used as normal files to execute
functions. Functions based on abstract files update tie
abstract file involved: however, such updated abstract
files are to be viewed (and treated) as sequences of
transfer messagess

., Bach time the function is executed with the full file,

all of the sbstract files deriving from it (each of which
will perhaps have been updated many times) will be put
into the input bateh for the function. The program of the
function must take care of entering into the full file all
of the recent modifications carried by each one of the
abstract files deriving from it. Then the old abstract
files are eliminated.

llore in general, in order to meet requirements concerning
fagst responses based on limited information, one can condiser
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» alternate, reduced, i.e., paramebtrically modified versions of some
functions. This delicate matter is totally in the hands of systenm
analysts (not of managers) and iavolves progrezmming the functions
in a way to accommodate parametric modifications.
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PART ITI, NEW TECHNIQUES OF IMPLEJENTING
DATA-BASE INFORKMATION SYSTEUS,.

4, Implementation and Frogramming Tools
4,1 Sorting and interfacing

The common technique for executing a function of a
collinear data base information system in a way such that every
record is available in conjuncticn (i.e., during the execution
of the same phase) with the availability of all endodirected
messages perteining to it, is based on requiring that both the
file and the batch of all input resssges ere sorted in sequence
by increasing value of the common key., Hence all files must always
exist in sorted (sequenced) form. A file is never sorted (except at
most when it is first originated). Hence, the batch of input
messages needs to be sorted before the execution of a function.

Sorting can be handled by the computer by means of techniques
widely covered in the literature (see for example the ACM Journal
and ACH Communications of the lsst eight years). We will not
here explain nor require the reacer to be familiar with such
techniques. We will instead restrict ourselves to some periph-
eral consideretions about them or which the implementation plan

proposed here pivots.

Sorting on a magnetic tape or magnetic disk computer is
performed by a method called merging. The sorting process is
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divided in two successive sbeps, namely external sort (also

called pre-sort) end internal sor®.

Tet us now consider the case of a computer using magnetic
tepes, Then the external sort cousigts of

. Reading into the memory of the computer strings as large as
possible (e.g., 50 messesges or so) of the raw (unsorted)
input batch, This input batch consists of messages coming
fpow aifferent sources. The cransfer messsges of the input
nateh will be on a magnetic btape unit, referred to as sort

inoub unit, while The exogenous ones [May be either also

on the sort input tape unit, or on cards placed in the
hopper of tine card reader (s), punched paper tape put on

en epproprilate reader, magretic or optical ink checks placed
in a suiteble recognizer, €tce

. Sorting of such strings into sequences within the memox,
2 g q b g
of the computer.

. Writing such sequences on two sort oubput tape units, on
a flip flop basis, i.e., one of the two oubtput tape units
will be used for writing tle first, third, fifth, etc., of
such sorted strings while the other one will be used for

the even—-numbered ones,

its are needed for external sorting. .xber

@
O
&k
i
L
(P8 T 1)
()
()
[0
(]
[0]

xecution the tage( ) mounted. on the sort input unit ig . of
no use so that, unless its contents should be seved for security
sgainst breskdown, it can be used as a blank tapee.

An internal sorbting consists of a segquence of iterations
(,.usses), each of which consists cf copying the available success-
ions of sequences from tapes onto other tape units by merging
ccuples of such sequences into a single, longer one, This yilelds

e
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gt l; t6 the reduction of the two original successions of
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quences foriied on the sort uuLpr units into a unique sorted

w
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sequence, which is written on a gorted messages (tape) unit.
In order to do so one needs at least a total of three tape units
(better 4), inclusive of the sort output units and the sorted

messages unit.

Originally external sorts were designed to use four tape
units. Comparatively recently more sophisticated techniques were
invented (i.e., Fibonaccian, cascaded, polyphase sorting) which
limit requirements to three units with a comparatively small
marginal loss of efficiency (whose magnitude, in any case, depends
stronély on some particular features of ths computer hardware
involved). However, for reasons that we will see in a short while,
a data base information system needs always at least four tape
units. So that there is no point in using 3-unit sorting, no
matter how small the marginal loss is, because this would imply

leaving a tape unit idle.

On the other hand, it is well known that both external and
internal merging efficiency can be improved by slightly extending
the algorithms and using additional couples of tape uwnits. (The
above 1s called 2-way merging, while we can have more efficient
n-way mergings (n)2) which need n+l tape units for external
sorting end 2o tape units for internal sorting. The marginal

gains in efficiency obtained by increasing n depends on the com-
puter hardware, but is generally small. Since this involves
adding new (very expensive) tape units, the marginal profitebility
of such gugmentation is generally negative if the additional tape
units are not utilized other than in sorting. Bub we will see in
the immediate sequel that, apart from sorting, a data base system
cannot possibly use more tham 4 tape units.

In conclusicn, the present study will lead to the discovery
of the fact that complex 3-tape or multi-way sorting methods, once
considered quite importsnt in information processing, have really
no significant place in the field, while a balanced collinear
information system should always rely for its sorting needs on
a clean, simple, 2-way mergs.
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4,2 Bxecution of functions with tapes

and Tthe 4-—tGape

principle

Phe computer of a data base information systew executes
only two kinds of operations: sorting (external and internal)

and functions., Let us study the latter.

Here one Gape unit is needed for as old file unit, and

s second one as updated file unit. A third tape unit is needed

to carry the sorted messages coming from the

sorting process:

a single unit is qufficient, but also necessary because, since

messages have ©o be sorted, they must come o

+he function

writhben on & Gape (as opposed to & deck of cards, etc.). We will

now call this unit (which physically coincide
nessage unit of Ghe preceding sont, bub plays
role) function inpub wit. Card readers and

are idle during the execution of a function (
purposes). Some of the exodirected outputs ¢
out via on-line telegraph wires, teletype, et
on~line printer(s) while they are being gener
the transfers generated by the fuaction must

s with the sorted
now a different
similar input devices
except for monitoring
an be directly sent®
c., Or printed by
ated. But all of

go on a further

tape unit. In addition, all streams of exodirected messages
which cannot be directly issued (€.8., there might not be enough
printers available) also have Go go on tape units. Now convent—

jonal system analysis here suggests using a S
for each stream of output messagesSs This is

eparate Tape unit
extremely expenrsive.

Instead, a single tape wit (the fourth one, that we will
call function outpub unit) should be used for batching all cftiresms

of transfer and exodirected messages, except
dispatched on-linee. Bach message should cont

those which can be
ain a code (stream

code) identifying the stresm to which it belongs.

The gquestlion now is: how do we split
The next operavion of the computer after the
functiony say gl is always first an external,
sort preluding o anobher function, Sa&y ;20

such streams apart?
execution of &
then an internal
The reel(s)

et
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containing the output messeges of £, will be batched together
with all other reel(s) containiag input messages for 32 coming
from sources other than f, (as =z matter of fact, a reel already
partially filled with transfer messages can in some cases be used
for receiving the output of il), Then the pre-sort of ia must
build the above discussed strings selectively, in the sense that,
among bthe messages coming from btape, 1t will consider only those
whose stream identifier directs them o £,

,  Now (and this is the focal peint ¢f the new approach) pre-
sort uses only >5-tape units, so there is a fourth one sitting
idle. S0, all and only those eadodirected messages coming from -
the input tepe unit which are not directed to ga will be copied
on this fourth tape unit (named floating unit) which hence, at
the end of pre-sorting, will contain all endodirected messages
which are still meant to be arcund after the execution of f,.
~ Then, when ;2 is executed, its cubput messages will be simply

batched together (sharing reels whenever desirable and feasible)
with whatever was the contents of tThe floating unit at the time
of the preceding pre-sort., By means of this continuous reduction
process, all transfer informaticn 1ls kept ftogebther as a compact,
unified, minimal body of dafa.

lMoreover, all exodirected output units (printers, telegraph
connections, etc.,) not directly utilized during pre-sorting.
So, during pre-sorting, we can take advantage of the situation
for performing seleetive printing or dispafching as many streams
of exodirected data which were found on the sort input unit as
possible, up toc the point of loading all sultable exodirected
output units of the compubter. All those exodirected messzgas
which cannot be issued because all such units are tied up will be
copied on the floating tape, waiting for a further chance of being
printed or dispatched during a forthcoming pre-sort.

In conclusion, the pre-—sort program should handle simult-

aneously with pre-sorting, hence at no appreciable additional
cost (in terms of speed of operation) with respect to straight
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pre=sorting, all of the following operations:

. Converting messages which are not on magnetic Tape to tape
format

. PIov;gg Ghe exobenous input according to management's specs

.  Proving the gxaggnnuﬁ input according to spees established

by Sysuem &na;ySub

. BSelection of messages to be pre-sorted

. Pre-sorting

. Selective printing and dispatching of as many streams of
exodirected messages as the computer can handle

. Copying on the floating tape'unit all input messages which
are neither pre—sorted nor printed
This complex of simulbaneous operations will be referred to as
external interfacing.

S0 we showed that not more and not less than 4 tape units are
needed for the efficient implementation at maximum parallelism of

a collinear base system using magnetic tapes: This is the 4~-tape B
principle.

.The pre-sort program, which should be a parametric program
(generator) supplied by the computer manufacturer, should be
designed Go handle those seven operations. No pre-sort prograim

in existence today does thats in fact, even the most sophisticated
ones only handle external sorting and card-to-tape conversion.
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This is a sympton of the gap that there is beftween proper and
current design of management infermation systems.

The dynamic allocation of operations such as printing or
dispatching of exodirected messages to0 those functions or pre-sorts
which have appropriate hardward evallable is a job of the systems
analyst. He must decide under Ghree kinds of constraints, to wit:

. The fact that dispatching units and especially printers
tend to be expensive to buy and maintain, and
. In most cases printers end some other dispatching units
can only handle one stream c¢f messages at a time (because
for example different reports cannot be printed on the
same ream of paper)
. The response requirements set by management for exodirected
outputs should be met
In very many cases proper systems analysis allows to require only
one printer in almost all informetion systems, Do matter how
sophisticated. In addition, thie study shows that by distributing
harmonically the load among devices and steps of the operation,
every device can be utilized to full capacity and the response
time can be minimized: all this using minimum equipment.

A further indication of this study is that complex and expe=
nsive techniques emphasized by ccnventional analysis, such as
multi-processing (i.e., executing independent programs simulta-
neously), not to speak about the traditional offline card-to-tape
and tape-tec-print conversion, have little role in management
information systemse

_ Frequently some exodirected messages on the floating unit need
sorting before printing: this is often the case for long reports.
Phis can be handled either by scheduling ad hoc sorts (which are
run like all other sorts) or, when possible, sorting them together
with the input for a function. (Such function does not have to
have the same key connotation as the ouftput stream.) The trick
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here is teo print (without putting it on the sorted input unit) \
such exodirected messages during she last iteration (pass) of the \\M/
internal seort, by taking advantag: bthat, during internal sort

printers and dispatching devices are idle. Quantitative con-
siderations on sorting times indicate that the first appros:h

allows for faster sorting, while she fact of utilizing an expen-—

sive device such as a printer at he only time when it can nou

be utilized otherwise makes the sicond aspproach marginally

convenient in many cases.

liorecver, the need of better utilizing the printers mi hh
in some cases suggest the opportunity, during pre-sort, ¢f .. ting
some streams of sxodirected messa;zes on the output units ever i
they do not pneed sorbting. Then the internal sort program can
print them out selectively (without copying them back on tape)
during the very first pass. Or else the internal sort program
can selectively print out different streams during different
pasges, thus maxizing the use of 7he printer and reducing averagexuﬁ}
response times. The complex of simultangous operations consisting
of an internal sort and the extension thersof suggested in the
last twe paragraphs will be desighated as infernal interfacing.
A sequence of two steps, the firs: belng an external and the’

secend aun invernal lnterfacing, will be referred te as interfacing.

However, sorting programs able to handle the efficient
approaches implied by interfacing have not been writhen so far
by any compuber menufacturer, although there is no theoretico.
difficulty in dsveloping them,

In many cases one can justify a Lilfth and a sixta Hape unit as
spare parts, Lo take over when on: tape unit is down for mainte—
nance. Io some other cases, especially in connection with large,
maiti-~reel Iiles, one might want 7o double some tape units so
that one of them can be used by tae compubter while tThe operators
change reels on the other one. For either use there are never e
mere Gthan 4 univs operating at any time. This is actually not

in derogation to the 4~tape princ.i.ple, if we consider no longer

v
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physical tape units, but rather logical tape units, whereby each
logical unit consists of several physical ones, of which nof more
than one operates at any time. But except for the case when tape
units in excess of four are used in either of these two ways,
their presence in data base ilnformation systems is by and large
redundant, and reveals bad system analysis (although some sales-
men present it as a status symbol).

4,%, HExecubtion of functions with disks and the 2-disk
principle

Let us now switch to the case of a collinear data base system

implemented by using magnetic disks (or for that matter any other
random access device) as opposel to tapes. We will assume that
disks (or stacks of disks) are removable from their unitss other-
wise it would be difficult to g> far in the way of proper systems
analysis for data base systems.

A ftrivial approach to comparing the relative merits of disks
and files is to conceive a systsm operating as described in the
previous sections, except that the four fape unitis are replaced
by disk units. Since the cost of such devices are comparable,
the differences in cost/performance ratio are small, debatable,
and change with the technological advances. The main claimed
advantages of disks are that they do not wear, have no gkewing
problem on the coding channels at reading time because of vheir
rigidity (and hence provide an advantage which can be exploited
alternatively in terms of higher reliability, higher reading
speed, higher density, or lower cost o% reading circuitery), and
they are easier to operate manually. The advantage of tap:ss is
that the capital investment in reels for keeping information
stored is lower by a factor of 10 or se¢. However, the latter is
generally a minor component of bthe total cost of an information
system, so that most analysts now suggest having disks in any
case, and using tapes only to store bulky dead records, i.e.,
records which are kept for a loag time with a low frequency and/or
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a low prcbability of usage (e.g., records used for audits,

records kept for breakdown emergercies or for legal or taxation
reasons, etc.). Conversion from c¢isk to tape or vice versa can

be handled with a single tape unit or (generally more conveniently)
by employing a Service Bureau,

These are small margins provided by small mechanical differen-—
ces. However, the new approach irdicates that there are large
margins in distinct favor of disks provided by the possibilitv of
a better design of collinear systems. In fact, the four %:
prineiple applied to disks reduces to a two-disk principle.

That means that only two disk unilis (as oppesed to four tupe 1 38)
are necessary and sufficient for jmplementing a collinear dat.

base information system. The reasion for this difference is that

50 a large extent we can take advintage of the random access
features in order %o have different areas within the same disk (or
stack of disks on the same unit) carrying out the operation that,
using tapes, had to be perfermed by different units.

The first Thing That one can think of doing along this line
is to try to use only one disk unit, dividing the sreas of disks

mounted on it in four sections wh:.ch correspond teo the above

four tape units. Thils works only when the data base is so small

that it can be completely permanently contained (all files) in
a sectlon of the same disk, while space should be left over for

messages ana sorting areas (analogous to blank tape reels).

Otherwise, ons or more disks (we will refer to a solidal

5

gtack of digks gimply as a digk) should be assigned to every fils.
mach of such disks may be at le

as’; half blank, so that it can be
updated by copying its contents botween areas on a see-saw basis
(although a well known technique called chained addressing
allows to easily overcome the wasie of disk space and copying
time implied by such approach: th: labter approach is preferable
50 the. £ficat ).

i
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Let us consider the execution of a function f,. If we had
only one disk unit, the sorted messages must be on the same disk
wnit as the file. The ocutpub messages should also go on to the
same disk unit, and consequently on the same disk. Consequently,
they would remain attached permanently to the updated file. The
next step (sorting for the function 32} can be still performed on
one unit, provided that there is some bkdank space left on the disk.
But when we come to executing she functilon 22 the disk must be :
replaced by the one containing the file relative to 22, and hence
the sorted input o ;2 would no longer be available to the computer.
So a single disk unibt.is not sufficient.

But two are. Let us assume that we have two disk units and
let us denote them Dl and D29 respectively. Then, during the
execution of any function, Dys will carry disk (or disks, in
sequence) which is (are) entierely and exclusively devoted %o
carring the file involved (betih in the old and updated version).
50 D2 performs the work of the old file tape unit and the one of
the updated file tape unit. D, is devoted to carrying the sorted
input to the file as well as all of the information which; using
tapes, would go on %o the funciion output tape. &o Dl performs
the work of the function input tape unit and the one of the func-
tion output tape unit.

During sorting, a blank disk can be mounted on Dgo The
external sort would utilize D2 like 1t would use the two sort
output tape units, while all information which would go on to the
sort input and floating unit i3 recorded on the disk of D, (again,
adoption of chain addressing can save both on disk space .ud
copying time). So Dl performs the work of the sort input tape
unit and the one of the sorted messages tape unit. (Internal
sorting can be handled by using arbifrarily both Dl and D2, except
that the finsl sorted sequence must be placed on Dlo) So, at the
end of sorting, D2 carries a blank disk again, which can be replacec
by a disk containing the file :celative to The function to be
executed next. This is the operating plan of the 2-disk principle.



A feature of this operating plan is that the disk on Dy g
which carries all of the interface information, does never need
to be removed from its unit.

As it was observed by one of our graduate students at ii,I.T,
(whose name, unfortunately, we failed to record), one can still ‘
operate with just one disk unit without losing generality provided
that the stacks of disks are designed to be broken down physicelly
in two pieces, which would correspcnd to Dl and D29 respecti o
Moreover, since the disk on D1 never needs to be removed during
normal operation, one can think of building a disk unit wiun
removable disk stacks similar to tke IBM 1311 or 2311, except
that only the upper half (perhaps more than half), corresponding
to Dy, of The Disk Pack would come out when the operators twist
and pull the handles; while the lower part, corresponding to D19
would remain on the unit. Such device has no reason of being
more expensive than one regular IBM 1311 or 2311, while it would -~—\\
replace two such devices. This miror change in hardware design
would allow to handle a complete ccllinear data base system with
Just one disk drive. We may call this result single-split prin-
¢iple. This would cut in half a quite important component of the
cost of an installation, namely the one relative to disk (or tape)
units. This result shows the useftlness of the new approach to
systems analysis in suggesting profitable hardware design ieatures.

The 4-%ape and 2-disk principles allows to drastically
reduce cepifal investment, and alsc provides a way to evaluate
for budgeteary purposes the cost of a collinear information system.
However, they hold only for implementations at maximum Parallelisn,
which, as discussed earlier, have the advantage of broadening the
scope of the supply of information and reducing both response time.
liore precisely, the 4-fape and 2-disk principles are the specializa=-
tion To implementation with present day equipment of the more general . -
maximum parallelism principle.

In conclusion; information systems can be implemented
inexpensively only conditional upor. their being fast and providing
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a good service. Between inexpensiveness on one side and cost and
effectiveness of service on the other there is a mutual dependence,
not a trade—off, as conventional systems analysis suggests. And
the same is btrue also for on line implementations, discussed in
the chapter 5. Of course, such seemingly paradoxical situation

is typical of a time of technological change, where high cost
slowliness and limited service happen to be all three associated
to the old technology and not to the modern one.

. And let us also recall the two kinds of operations that the
computer does:

1) ZExecuting functions
2) Interfacing

Now the question is: what kind of software tools, (i.e.,
programming, languages, compilers, generators, ebc.) does the
system analyst have or should he have in order Go implement a
collinear data base system?

None, except general undersianding, is required for routing.
As far as interfacing is concerned, he should be enabled to use
program generators supplied by the computer manufacturers, of the
type of the currently available sort generators, but able to
handle all aspects of interfacing (some of which are occasionally
called report generating).

Writing, changing and extending programs for functions can
be handled today only by using machine language programming, oOr
better simplifications thereof commonly called autocodes. Also
COBOL type languages LBMl Commercial Tramnslater; FACT) can e
used, since they are achtually not much worse fThan autocodes in
describing procedures, and have the remarkable (and only) good
feature of allowing for a compect, efficient description of the
layout of the files and their records and of the streams of
messages, (daba division), whereby such data description is

separate from the program of the functions (procedure division).
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ELEA 9003 computer under Ghe name N1 (for non-procedural 1).
A full account of N1 would unduly lengthen this paper. We will o
instead devote the remainder of this section to explain how N 4

is related to the systems analysis approach here described. We
will assume bhat the reader is faniliar with.[l@j : otherwise we
suggest Ghat he skips the remainder of this sectilon.

This approach to system ana.ysis can, at least theoretically,
be implemented with conventional ..snguages (i.e.4 COBOL, FACT, or
autocodes). However; such implementations would be costly
program, would be rigid, and would bar swift interplay betwee
the evolubionary world of managementls policies and their imp w ata-
tion on compubers, Still, the ad7antages in terms of reduced ..mount
of hardware and shortened respons: time could be achieved without
Nl

Gonversely, N1 would help even in the framework of convent-
ional systems analysis. Ibs advantage would be to add flexibility
and facilitate the task of programming. But its fuli potential .
comes to light only in connection with the new systems analysis.

Do explain this, it is in order GO recall some features of
N1, namely Ghe way the separatiocn between policy and system 1is
obtained.

The compiler (really a generator) for this new language N1
contains the quid commune to all functions of all inform: ‘ion .
system, namely & universal model »>f the flow of data. The

identification of this model has been an instrumental discovery,
without which Ghe new language woald not be possible. So tue
system analyst who prograus a funztion in N1 is completely relieved
from any burden concerning writing pileces of code which comm=znd
entering or issulng data into or from the computer (this burden
accounts for most of the difficulby in programming a function

using conventional languages like antocodes or COBOL).  Among

other things, tais implies that, wshen using Nl, high parallelism e D"
is no longer a primary source of programming difficulties.
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But if the analyst has available no other tools but these
the programming of functions is extremely difficult, especially
because

. The parallelism principle requires handling within the
same functions a large number of streams of messages.
This brings up quite complicated problems of data flow
coordination.

. The implementation of increasingly complex and diversi-
fied policies designed by different branches of manage-
ment (with or without mathematical help) and of answering
mechanisms to increasingly complex and diversified quest-
ions, also asked by different branches of management,
involves twe difficulvies:

a) Reducing such policies or questions, which are presented
as statements of the desired result (i.e., non-procedurally),

to time-sequenced programs or procedures to achieve such
results and
b) incorporating such new pieces of program into the large
programs of functions without losing a synopsis of the
interrelation-ship (in terms of f£low of control) between
the different pieces

. To the extent to which management and the physical environ-
ment are coextensive with the information system (i.c., toO
the extent Lo which the latter is not relegated to trivial
accounting), frequent unanticipated changes and extensions

of the scope of the functions is necessary. With present
tools this involves reprogramming of all of a functi . most
of the times that a change occurs. The lead time and cost
implied by this are prohibitive

So a new tool is needed in terms of a really management-
oriented computer language and a gompiler for it., The philosophy
underlying such a language has been developed and discussed in
previous papers see 8,9,11,12,13,14 and for an informal discuss-
ion, especially 16 , and partially'implementedlTfor the Olivetti
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In the new language the program of any given function
(corresponding to a procedure description of COBOL) consists of
a set of independent and unrelated (i.e., modular) statements,
divided in two groups:

a) Flow control predicates. BEach flow control predicace is
an expression whose value can be true or false (i.c.,
a predicate). There is one flow control predicate
associated to the updated file and one associater
each stream of output ressages. Its meaning is ..
follows:
"a record or message should be issued into the fi. o
stream assoclated to the predicate during all phases
(and only those) for which the predicate has the value
true.” Decisions as tc whether to issue a record (i.e.,
keeping or not keeping a record in the data base, or
entering a new one inte it) or.as to issue or not issue .
exodirected messages is an important kind of management
decisilon, while similar decisions concerning a transfer
message 1s an important kind of system analysis decis-
ions: hence their specifications are left open as part
of the language, as oprosed to be standardized in the
cqmpiler.

—

b) Field declarations A field declaration 1s an pression
whose value is the contents of a field of an outp
message -or record. There is one field declaration
associated with each field, while fields common tc¢
several output messages and an output record may share
a single field declaration. What exactly to put irto
a field is an important management or system decision,

80 this again is part of the language, not of the
compiler.,

BEach such statement is not a program, but an expression.
Fach of them fully represents a particular facet of the policy
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of the organizatich.in terms of a declaration of X

the result that it should issus. ZEach of them is completely
independent of any other one, %o the point that they can be fed
to the compiler in arbitragy order: so single policies can be
added, modified or cancelled without any concern about the others.
BEach such statement represents a policy as a declaration of a
result, i.e., directly in managerial decision-making terms, as
opposed to representing it as a procedure to obtaln such result,
i.e., in computer terms. The procedure to work out the specified
result as developed by the compiler. Multiple conditional
alternatives can be contemplated within a given policy by using

a flexible and easy technigue called conditional function.
Different statements expressing decisions made in different
decision loci can be written by different managers, even if they
do not talk to each other.

The substantive idea herc is that any menagerial decision
or request of information, as well as any stimulus from the
environment, can be expressed in terms of either having or not
having a certain record in the data base or message, or in terms
of the contents of fields of racords or messages. This is
necessary and sufficient To express any decision or request.

A statement is the most direct way managers can express decisions
or request; So a set of such statements is all that should go
into the répresentation of a function: everything else, which is
not policy, but routine or procedure pattern is permanently
encoded in the compiler.

So compactness and ease of formalization of policies, as
well as flexibility and expandibility, are very high in N... A
change of policy can be implemasnted instantaneously: all it takes
is writing or rewriting a statsment (or a part thereof) of the
particular function involved; without any concern about the
other statements of the same function.
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On the other hand, this reduction of the programming effort
to a simple expression of policies, eliminating from the explicit
representation of functions everything which is not peligy, is the
theoretical ceiling of what can be done in the area of management
languagess any attempt of further reduction would imply freezing
into the compiler aspects of policy decisions, i.e., giving to
the information system a bias coward certain policy decisions,
loce.y giving to the information system a bias toward certain
policies. Bubt, as we said, policy matters should never be oif
concern Go the system analyst.

Conversely, our new appreaca, with the help of N1, re. vos
the systems analyst from any manazement interference the way
specified policies are implemented (i.e., reduced to procedures).

In conclusion, all that is .needed (besides understanding
of the problem) as tools for implsmenting an efficient collinear
data base system are two packages of software, to wit:

o An inverfacing generator, liscussed in section 4.1
o A compiler for the languags N1 (on for a similar language).

This ig the two=software package orineciple.

llost of the program generators in existence today cannot be
directly used in implementing the new systems analysis approach.
In particular, no progress is to oe expected in the area of
management information systems until interested parties wull tie
Thelr valuable programming talents on the development of isc..bed
parameftric programs such as report generators (separate Lrom both
functions and ianterfacesl!), file ipdating generators, etc. The
emphasis on this type of tools, a3 well as the shallow glamour of
COBOL~type compiler languages, epltomizes the current state uf
confusion snd misinformation in %ie whole area of management
information systems.

When functlons are represenied in N1, an executive has two
ways of conveying a request of information or a notification of

\
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g policy to the information system, namelys

. Writing an exogenous message directed to specified functions.
The fields of such messages may contain simple parameters,
but they may also contain full-fledged statements written
as expressions in the N1 language (parameters, variables
or constants, are specisl cases of expression in N1).
In the latter case the N1 compiler will interpret at run
time the contents of such fields, and execute them ~

+ (although a better sclutioa consistes of letting the infter—~
facing program take care of compiling such statements).
Having additions, deletions or changes performed on part-
icular statements the programs of specified functions.

=
L

In turn the system analyst will
management to the functiones gffected, and design the appropriate

aopiy such information coming from

~ routing. PFor this purpose he must analyse, for each case, which
are the files directly or indirechly inwvolved. So be must learn
to conceive every record on endoganous messages as a function of
a set of files (a subset of the data base) and a set of streams
of endodirected messages, and determine such sets for each use,

With this tool (Nl and it waderlying system organization
model) management znd information system can interact.

. Instantanecusly

« At a2 high and increasing levels of complexity

Or, in other words, they can be coextensive. So the new
approach has the petentlial for renoving the obstacles, which are
holding back the information Techaological revolutiecn in mancgement.

5. On line data base systems

5.1 Typical organization

The new organization plan for collinear dats base systems allows
to cut by order magnitudes the response time of conventional systems.
The lower bound of the response time that can be reached through
this plan using present hardware is of the order of hours and perhaps
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tens of minutes, while the one relative to conventional, low
parallelism systems is by and large of the orders of months or
weeks, and only in few cases of Qayso (This implies that the
new approach to management systems analysis has some potential
for reviving the usage of collinear systems.

The lower bound to the response time in collinear systems
depends on the time necessary Go scan a file. With present
technology this is rarely less than several minutes. But there
are cases where the response time requirements are of seconds:
as we sald, such cases are mainly in connection with dry ir” ¢
mation processesal) For fhese ceses the clean, uniform and
inexpensive collinear approach is no longer sufficient, and we
have to resort to on-line datva bise information systems.

In on=line systems

- Records of the data base can be retrieved (accessed)
at random, that 1s, accessing of one record does not
imply any action on the other records of the file to
which it belongs. This implies that magnetic tape
units cannot be efficiently used; instead, for support-
ing the data base and should use random access storage

devices like magnetic cisks, drums, delay lines, magnetic
card libraries, or any of the frontier devices which

are currently under development (for simplicity we will
always refer to all such devices ag disk units).

. ALl of the data base (&s opposed GHo single files) should
be accessible o the computer at any time. This implies
that all of fThe data bise must be permanently mounted on
disk units., So The posisibility of dismounting disks
from the respoecive unite (like in the IBM 1311 or 2311),
which is instrumental in collinear systems, is actually
of minor relevance to cn~line systems. (this explains
the puzzled and puzzlirg incoherence of the reaction of
the market to the IBM 1311 and 2311).
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1) The determination of response time requirements for
messages or classes of messages rests with The systems analyst.
The timing paradox is The only theoretical help that he has for
this purpose., And such help is in terms of an enlightening
philosophy, not of a quantitative method. The determination of
such quantitative methods, compatible with the timing paradox,
would be very helpful, and we suggest it as a possible area of
research.

The subdivision of the operation of the information system
into functions still holds. However, all functions are no longer
execﬁted separately. Instead, their executions are intertwl.ned.
More precisely, the compubter executes in sequence complete phases
of different functions which are related by transfer messages.

For illustration, let us refer again to the simple example
of the wholesale company, whose data base has at least three
files—inventory, customers and suppliers. If the system is on-
line, the routing of an exogenous order will first call for the
retrieval of the corresponding stock item record from The inventory
file, The phase relative to the inventory function is executed
by and large like in the previous case of the collinear system,
and a transfer message to the customer file is prepared.

However, this transfer message actually is never issued.
It never gets out of the computer memory. After the execution of
this inventory phase, instead of going to another inventoi, phase;
the computer shifts to the customer function, using as input the
above virtual transfer message, and executes & customer phase,
which may yield the completion of the order of shipment and re-
lated exodirected messages. If the order cannot be comple..d
because of policies encoded in the customer function, another
virtual message directed to the inventory function is issued, and
the computer shifts back to executing a phase of the inventory
function.
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An analogous sequence is periormed for transfers to Ghe
supplier's function for re-ordering or other purposes.

5.2 Common language for co.llinear and on-line data base
systems

S50, beyond a shallow appearince, the differences between

collinear and on-~line information processes is neither in the
functions nor in the routing paetitierns; but in their interfaces.
Functions and routing patterns are ldentical, and, consequently,
they do not need reproggammlng or redesign when one shifts from
collinear to on-line, ‘

The differences in interfac.ng between collinear and data
base systems boil down to the followings
» Transfer messages are virctualy as coppesed o being
physically issued by the computer

o« There is no need for sorving, except for the case of
sequenced reports (which are excdirected streans OL \
nessages)

An immediate conseguence of This 1s Ghat the language for
programming fuactions for a collinear system is good also for
an on-line system, and viceverss, The widely held opinion that
there is a need for a special lanpgusge for repreéseniing functions
of on-line systems has no substance in the light of our new
approach systems analysis. :

But this helds only Tor the language; not for its implementa-
tiocn. The above universal model of data flow is characteristic
of functions executed collinearly. For executiﬁg them on-line,
we need a compiler which contalns permanently recorded the sequenc-
ing scheme epitomized by the above example of the wholesale
company Lreabted on~-line., ©Such ceonpiler has not yet‘been fully
studied,; although some basic concepts for building it are
contained in section 2 (fFable cpenations) of refereace Ll . e

see also 13 .
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On-line systems cannot handle the problem of printing
exodirected messages on the basis of getting a free ride on the
sorting programs, because there are no sorting programs. On the
other hand, the fact that the usage of reams of paper gives to
printers an inherently collinear characteristic might require some
measures, although the habitat of on-=line systems naturally relies
less on sequential printing than on immediate dispatching of
exodirected messages. ©Such measures, which specifically effect
the handling of those streams of low=priority messages which need
to be printed although all printers are tied up by different
streams when these messages are first generated, can be taken in
terms of

. Physically issuing such messages as punched cards or so,
and designing functions which have nc other purpose but
printing them. Phases of such functions can be activated
by simply feeding back such cards into the computer when-
ever a printer is availabdle.

» Recording such messages on disks, and agaln designing
special printing functions as above. In this case the
cempiler (or better, the part of the software called
supervisor). should automatically activate such printing
functions by entering a message from the disks each *ime
both there is a printer available and there is no e> g nous

message with relative priority which calls for s S

5.3 Hardware for on-line systems

Finally, we might add that present day haraware 1s fully
adequate for the implementation of on-=line data bDase systc.s,
except on a very small scale. Attempts to bulld large systems on
the basis of present hardware yields unwieldly cost figures.

2) The order entry system of Westinghouse in Pittsburgh, Pa., the
SABRA reservation system of American Airlines in Briarcliff,
N.Y., and the on-line job shop scheduling system of Lockheed
in Sunnyvale, Cal., are examples of such high cost performance
ratio.
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So we may ask whether on-line systems built with present hardware
have a built-in element of much higher extra cost.

They are inherently more expensive for just one reason: the
fact that they need all of the date base continuously available '
for access, so that they need a laxge capacity complex of random
access storage devices.

However, on-line systems built with present hardware have a
built-in element of mueh higher extra cost, which depends on Gl
fact that they have a limited number (one or two) or indeperdent
accessing devices for every disk unit. So they can handle on., &
limited number of accesses Go the data base per unit of time, aand
the internal processing capacity of the computer can be utilized
only to a small percent.

However, this reason of extrs cost is not inherent %o on-line
systems. It just depends on the fsct that appropriate hardware 1

not availsble togay. The reason wky it 1s not available is not TR, -

technological, but it just depends on the lack of indications supp-
lied by system analysis. This topic has been analyzed in a different
paper 7 , where design specs of rendom access storage devices for
the data base of on-line management information sygtems are given.

So there i: no point in rediscussing 1t here.

5.4 hggeﬁfunctions polyhedron

An intuitive representation of the system organization plan
proposed here (both collinear and ocn~line) consists of viewing
the informat.on system as a polyhedron, each face of which represents
a function. The edges of this polyhedron represent the interfaces
(sorting, selecting, printing, dispatching, etc.,) between functions.
Thus one ¢an plan the sequence in which the functions are executed
by means of a closed line (roufe mep) on %he polyhedron, which may
cross the same face several times. Kach such crossing, denoted an
execution of the corresponding function., Each such execution should
be preceded by the process of interfacing, the batch of all messages
igsued by all functions whose faces have an edge in common with the
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6. Final Remarks

So far we have discussed efficient ways of planning automatic
management information systems within an organization. The next
step is to study how we can extiend automation to the communication
without routine human intervention between information systems of
different organizations. This would eliminate the need for human
recording and keypunching of messages which were originally issued
by machines, which is slow, unreliable and expensive.

The problems involved here are not simply the ones of compa-
tibility of bitcoding of characters, nor the ones of universal
acceptance of a standard set of magnetically or optically recogniz-
able characters. The solution of the last menticned two problems
is a necessary, but by far insufficient condition for implementing
automatic inter-system communications. The most difficult and
yet unsolved problems in this area are the ones of semantics, i.e.,
those referring to the contents of the fields of messages. More
precisely, there should be an established way of communicating
identifiers of corresponding parties and codes of objects to
which transactions refer; as well as a flexible but standardized
way ©of formatting inter—organization messages.

However, this problem .and all of its implications and
organizaticnal difficulties have already been discussed in another
paper (1O), so that there is no point in rediscussing it here.
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