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T) Def.: The analysis of variance is a statistical Gechnique by
which the tobtal variation of the variable being studied can be
separated into components thatl are of experimental interesi or
importance.
example: as an illustration of the type of problem for which
the analysis of variance is useful, consider a gunnary problen
experiment in which 4 different brands of shells are to Dbe
tested to see whether they are equally satisfactory in quality.

The experiment consists of having 6 different marksmen
fire on equal number of rounds with each brand of shell and
recording the scores made by each marksman for each brand.

Then scores_(the variable) may be arranged in a recteng-
ular array conbaining 6 rows and 4 columns.

For the purpose of censidering other problems, let the
scores be displayed in a rectangular array conbaining a rows
and b columns as shown in table.
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The location of the dot in the index show whether tThe mean
is a row mean or a column mean.
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Hence it is oovious that
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II) Two well known mathematical models are avallable for applica-
tion in experiments of this types
(1) the "ILinear hypnthogsis® model
(2) the "components of wvariance' model.

the essential difference bhetween the Lwo models lies in the

assumpbions made.

Notice: that X 1s regarded as a set of ab randonm variables
for which the observed values are the values resulting
from a single random experiment.

The linear hypothesis models Firslh assumptions (K)

() This model assumes that the random variable x; 4 has a mean
/uij which can be written in the form ‘
}ﬁd = 8y + bj + C



where
o = E(E) ’
At %oa)
b;] = E(,x:“_j— iy (1)
but i B
zij (ii,m ion) = 0 , 2 (Eodm an) = 0
ikl J=l
Hence
a b
Zal':?o? sziz‘ﬂ (2 )
i=1 Azl
i) Assumption (1) merely states that the mean of the
variable X3 5 is the sum of a general mean ¢, a row effect 84
a column effech Db..

J

Applicabion in case of gunnary experiment: This means that if
the i-th markman was superior, bis mean score would be
expectied to exceed the mean more for all six marksmen by

a + ve quantity a; whereas il he wele an inferior marksman,

ay would be - ve.

Also b. is a number ( + ve or - ve) which measures the
superiority or of the brand ;j with respect to all brands.

Important criticism: The additive feature of (1) is restric—
tive. For example, if the rows of table (1) correspond %o
different amounts of a chemical compound added to the soil,
whereas the columns correspond to different quantities of a
second chemical compound added, one would not expect the
effects of those compounds on crop production o operate
independently in this manner.

Second assumphion P

In addition to (1), this model assumes that the variables
X3 j are indegendently and normally distributed with the same
variances ©~<, Now if we want Go test the hypothesis Ghal the
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brends of shells are equally good, this would be expressed in
the form that

b = o500 b

5 b

In view of (2), this mean

H 3 bj = 0 (j:lg 2, o606 b) (5)

(é)gggceeﬁingswai the analysis of variance

Under bthe foregoing assuuptions, we proceed Lo prove that
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The importance of this formulae lies in the fact that its
shows that the hotal variation of the variable Xij could be
broken down into three componentsg
(1) the first component measuring the variation of row means
(ie variation in the marksmern ability).

(2) the second component weasuring the variation of column means
(ie the variation in the shell brand's effect)

(3) the third component measuring the variation in the variables

Xii after Ghe row and colunn effects have be eliminated.
£,
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Now
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Since
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This applies also Lo the other Ltwo lest suns.
Hence (4) is proved.

(8) Application of the ¥ - test:

Before we apply the F-test to these components in (4), we
have to converh them 1nT0‘X§ variablesg,
Let us take varldble X .J s It is & linear combination of the

basic variables xlj which as are agsumed to be normal.

Hence X ; is a normal wvariable
o

Also e o 1 a $
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= bj+ ¢ (since ;zw a; = o)
di=l,
But when HQ is hirue bj = O
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Also since X ] ig a mean of a independent variables
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llonce all this shows that the variables X 3
are 1ndependonbly and normally distributed with mean ¢ and

variance @u/’a, when H is ftrue.

It fellows then thatl

b
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will possess a ?C? distribution with (b-l) degrees of Freedom.
(on the basis of GLhe assumption Ho)o

ﬁ'ﬁz ) (x; = % obviously is % with(ab-1) D.F.

‘S{‘EZZ(%J’ 9% is A2 with(a - 1) D.F,
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distribution witgh D.F.

e
has a 74 -

(ab=1)i ~ L{a‘ml}d-(bml}l = ab - (a+b) +1 = (a-1)(b-1)
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Hence if,(“) is divided by (b-1), and (6) is divided by
(a-1)(b=1), the ic of the resulting quantities will have an F
distribution. It is c¢lear that (5) should be used in testing H
because it measures the variabion of coluwmn mean, and this
variation should prove excessively large when Ho is true as
compared to its value when He ig true. (©) also should be used
because ib measures the variation in any other factors and thus
should prove useful as a basis for comparison.

Sunmary of the linear hypothesis F test

If the variables X . are independently and normally dis-—
: ! : T sk ! 2
tributed with means fig“ a;+ byt ¢ and variance g, the
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hypothesis HO $ bj = o0 (j=1, 2, .. b) may be tested by using
F distribution where

\ =2 oo = =2
E‘.-’.wzz ('a”l)zz,(mj" %/ szxij"‘xinm Xo 4 ¥ X)
and where Vl = b-1, VY, = (a=1)(b=1).

Notice: The equality of the row means can be tested in the same
manner,only F 4n this case would take a different expression.

ex/ Four plots of lands growing potaloes were divided into 5
subplots each. For each plot 5 treatments were assigned at
rsndom to the 5 subplots. The following table was given. Test
whether the 5 treayments are equally effective with respect

to mean yield.

(Treatment)
A B C D B
1 310 235 366 299 367
2 284 293 335 204 314
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Hence by (4)

21,530 - 4%3178 - 5)1286
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= 2588
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The result is significant .

Hence the 5 treatments undoubtedly differ in their effect on
yield. row mean:

HO H aiﬁ() '( i;zlg 2,1:00’&.)

o 4¥5(1286) - _ Sp e
P = =858 2008 GNP Y 2

This result is alse significant.
This means that the 4 plots differ in fertility.

The results are usually displayed in a table form

Source of variation Sum. Sg. D.Fo, M.S. F
Columns 125712 4 5178 16,0
rows 6,430 3 2143 10.8
Remainder 2,388 12 199

Total 21,530 19



One way classifications

Now suppose that we are conducting the gunnary experiment
to test only whether the different brands of shells are of equal
quality.

L.e. Suppose that instead of using six men, we use one man in the
test. Clearly here our previous agssumptions will reduce %o

fetaite s .
and we would be testing the hypothesis H,: bjz 0, Ogsl di2 0 eeb)s
The analysis of variance formulae would be reduced to
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Hence formula (1) follows.

It is clear that ) ) (x; -¥)°/,2 is & »° with(sb-1) D.F.

and that ) ) (%,- ©%/,2 is a X° with (b-1) D.F.
Hence SFEZQX f é/ 2 45 a 'X? with(ab-b) D.F,
and hence 3
_T- - L5 2
D) 2-;»4-("@1‘“ x)

E ] e = \2
E‘A(-xij XJ)_
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This could be summarised as follows:

Source of variation D.Fo oun of Squares Mean Square
Between class means b-1 ZZ(EJW Si)?f 572 /b=l
Within classes bla~1) Z‘Z(xij—iij)? D2 /bla-1)

f e i 5 satling 2

Total ab ~ 1 L2 (e g )

Bx. 55, plots of approximately equal fertility were sown with

7?7 different variaties of wheat, 5 plots to each variaty, the
distribution of variaties among the plots being random. The
following table gives the ylelds of grain in bushels per acre,
the 7 columos corresponding to the different variaties. Do the
data (fictiftious) indicate a sigpnificant difference in the yields
of the variaties?

15 1% X L4 1ll7) 15 16
L1 1 10 40 15 9 12
10 13 12 1] 14 15 15
16 18 13 Al 15 14 L5
12 L2 i 10 1.2 10 4.1
Apgwers

source of wariation D.F, D8, oS o Fo

Between variation 6 41.6 6.9%3 1.l

Within variaties 28 174 6.214

Total 24 215.6
MR

ex.s The following table given the results obtained from dye
trials on each of 5 preparationg of Naphthalene Black 12 B made
from each of 6 samples of I acid intermadiate.
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Sample of H acid 1 ) 3 4 B 6
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Individual yield in 1440 1495 1550 1445 1595 1450
grans of standard 1520 1540 . 1560 1465 1625 1455
colouyr 1545 1555 1595 1545 1630 1480
1580 1560 1805 l595 16390 1520

Does the use of different intermediates gives significantly
different yields?

Notice on computabtions:

Computation could be simplified in many cases:

WL G TG (1)
whexre
I zzzxij
Also
e g e R et e }
25“ g (J{l.ﬂ XJ) = L,,_El-i’j - l:} S

d

Where Tj is the sum of the values in the J class.

Hence .
o] ELNT I 20 N e ;
Z:Ej(xig' XJ)~ = %f %T 3 4 23 ﬂj./ a (2)
Hence
e Cm g N 2 i me
2"> (x5 4 x)7 = )ﬁ_ 2,%/a T</ab (3)

Since bthe deviations from the means are independent of the
choice of origin the results obfained in (1), (2), (3) are unaltered
by chance of origin., This would simplify the arithmetic.
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ex.: In the first example on fertelises, diminish all the
yields by (2)

1 3 2 2 5 9 4
-1 =1 -2 =2 3 -3 )
-2 1l (o] 2 1
4 6 1 7 2 3
0 0 =1 =g o} -2 -1
Tj 2 9 0 6 7 1) 7
:‘EJ. (R R 5 Q 1.2 B ol 0.2 1.4
T m) Tsoie A2
2L 2 : S e
Zi: La“ =266 , T/ab = 50.4, 13-{) % = 92

Hence by (LY~ 2(2) 5 (3)
}:Z(Xij - %) = 266 = 92 = 174
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"Components of Variance™ Model

I) Assumpbions involveds
This model makes 3 linearitly assumption about the basic

variables X5 rather than about its mean/ ig.

In place of (1) (in case of L.H.M.), it is assumed that X; 5

could be expressed:
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where u. , Vs s Wij are independent normal variables.
ke [}
The ui*s are assumed to poss2ss the same model normal distri-
; < : 2
bution with mean }% and variance o

a’
i.ec. ‘v, = N ( DA cri )
U'j = N (ﬂb 90"%)
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Prom these assumption, it follows that
B (2 4) =Mt Ml T M
2 2 e 2
o o= +
X4 j Org Oy Toly

II) These results together with (8) show that the variables X
are normally, but not independently, distributed with same
mean and same variances. The lack of independence is obvious
if one compares say the variables X;q, X5

X9 = uy + Ui + Wqq 3 Xyp = e Ué + Wio

Both contain Uy o with the remaining variables on the right

being independent.
Hence they must be corrulatedn
III) Contrary to the L, H M., one p01nt of start is to test the

hypothesis H0 crg = O (9)
Now A
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TR 2 50 %;i Xyl e ey EE- 43
= W+ Uy o+ ﬁnj T T )
= (Ve Woy) = (UF+ W )
0 Sl e
where u = = Yoy aWin = Wais
a 1;1 i J a £ ality b
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Hence
D R el - .
v = -5 i yJ = 'B' o ( US + WOJ) = V4w
nEl Jzl
Hence X AR ey ey (10)
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Since Y is a linear combination of the variables Vi W) 5

pee W wildch are independent normal variables, it follows that
yis are independent, since each of them is a linear combination
of a different set of Independent N.V.

The mean Y5 ig gilven by

T e A = 25 "f\r L
L (,YJ) = (%J + b (Wo;j) "‘/b +/)C

il 2 2
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J=l1 ‘
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\}_— (yd"J) /O‘b + (\:{"c""") = T""j”'é""’""* o) = =2 35 3 (ll)
'--:_:'i f}‘b'i- oﬂ/a ao~b+ O‘C
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(11) is a %> .D. with (b-1) D.F. _
In a similar way (but much more difficult), it can be

shown that

g jfj}:(xijm %, - X g+ D2 (12)



possess a x° Do with (a~1)(b-1) d.f. and that (11), (12) ave
indepenaent

IV) Hence the I distributilon may be applied to (11), (12) to give
Bl S
A CD ZZ_(X,J"" x“)%

At (aara -oﬁ)“Z(x - X, =X X
bV 9/ & el

v (13)

with Vl = b=l ; Vé = (a=1)(b=1)
It is clear from (},‘6) that F can never be computed in a
given problem unless cr‘l;’/ o-‘f is known.

But if Hj is true (o% = 0) then F could be evaluated from
the data of expg_miment alone,

This resvlt can be summed up as follows:

(14) Componeats of wvariance F tesy
If the variables X34 are expressible in the form
&

Nt 0 V.o WL oL
Xla ul‘i' ] W:L;_]

where the u iy Wi are 3 sets of random samples from 5
1

;2 ) dJ

normal populations, the hypothesis HOS 0‘§ = 0, where a'% is
the variance .of the second onormal population, may be tested by
using the F distribution where

B oo LRmildl Lo (14)

Vi CbEl) Y., = (a=1)(b=1)

Important No_t'es: :

A comparison of (13) with its correspondence in the L.H.M.
will show that the .test for the hypothesis of a null column
effect is the same for the two models. However the mathematical
formulation of the two hypothesis is quite different

(HIs bmialy Hoz<y§=o)
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What does this mean experimently?
Let us go back to the gunnery experiment.

(1) The linear hypothesis model assuues bthat Ghe experiment in
question is a random sample of similar experiments in which the
same 4 brands of shells and the same © men are used.

Hence ir HO is accepted, it implies thal There is no real
difference in the quality of the 4 brands as far as these 6 men
are concerned. Thus the conclusions here are strictly applicable

only for the given marksmen.

(2) The G.V.i. assumes that the experiment in question was
obtained by Selecting © men at random from a population of marks-
men and by selecting 4 brands of shells at random from a populat-
ion of brands. Hence if HQ is accepted, it implies that the
pepulation of braods consisis sssentially of one brand only

~

&
because ko Qg

i.e. the conclusions drawn ik that case apply to the populations

of marksmen and the pepuwiation of brands.
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