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ABSTRACT 

   When predicting yarn quality properties, the collinearity or common variance of cotton fiber 

characteristics as predictors, result in unreal regression models. The approach of this study is using 

Principle Component Analysis (PCA) to avoid this issue by extracting independent factors in their effect 

from each other summarizes cotton fiber properties. Four lint cotton grades of five of Egyptian cotton 

varieties belong to Extra-long (Giza 88 and Giza 92) and Long staple (Giza 86, Giza 90 and Giza 95) 

classes used to perform fiber tests. Cotton Classification System (CCS-V5.3) used to measure cotton fiber 

characteristics as predictors. Yarn strength in terms of Lea product, single yarn strength and yarn 

unevenness of Ne 40 and 60 counts of ring spun yarns were the dependent variables. The results showed 

significant intercorrelations matrix among CCS measurements. The initial solution extracted only three 

factors that have eigenvalues more than 1.00. These 3 factors accounted for 89.716 % of the common 

variance shared by all measurements. The communalities or % variance in each cotton fiber measurement 

of CCS accounted for by the three factors was not the same. The 3 factors as predictors could predict yarn 

quality characteristics significantly, and with high contributions (% R
2
). But % R

2 
valued less than that of 

ordinary regression models. This audit is a satisfactory improvement to predict yarn quality 

characteristics from cotton fiber properties accurately. 
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1. INTRODUCTION 

Cotton is one of the most strategically 

agricultural products that have various utilization 

areas in agricultural, industrial and trade sectors. 

Although, the synthetic fiber production 

increased, cotton remains important among other 

raw materials used in the world textile industry 

(Ute and Kadoglu, 2014). Globalization is 

growing rapidly, consequently in terms of cotton 

fiber testing, speaking the same language is 

becoming more important to prevent ambiguity 

and misunderstanding. For this purpose, new test 

methods should be free of variation and human 

error and should be based on scientific 

principles, clearly and accurately defined, 

reproducible and generally accepted (Hunter, 

2002). 

Yarn strength, which is the most important 

property of spun yarns, is largely influenced by 

the tenacity, length, uniformity, short fiber index 

and micronaire value (Hussein et al., 2010). 

Spinners require UHM length information to set 

the drafting rollers at the proper distance to 

avoid yarn unevenness, floating fibers and yarn 

breakage (Perkins et al., 1984 and Behery, 

1993). Yarn quality parameters such as strength, 

elongation, hairiness and unevenness are 

correlated strongly with fiber length (Perkins et 

al., 1984 and El-Mogahzy and Chewning, 2001). 

Zeng et al. (2004) and Majumdar et al. (2005) 

reported that fiber elongation and length 

uniformity index were the dominant parameters 

on breaking elongation. 

In recent decades there has been a significant 

increase in application of data mining techniques 

of machine learning in textile engineering, 

especially in forecasting the quality of yarn 

spinning. This is because the relation slips 

between fiber and yarn properties are still more 

complex and nonlinear. Therefore, modeling of 

yarn quality parameters is widely studied 

(Majumdar et al., 2005; Nurwaha and Wang 

2012 and Abakar and Yu, 2013). In illustration 

the calculation of predicted index values for a 

new lot of cotton, only the four benchmark HVI 

properties, i., e., Micronaire value, fiber strength, 
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length and uniformity (Foulk et al., 2007). 

Tallant et al. (1963) explained that there should 

be a minimum fiber length for significantly 

contributing to yarn strength. It was found that 

fibers shorter than about 3/8 inch do not 

contribute to yarn tenacity. Yarn quality is an 

essential concept defined by customer which 

requests the satisfaction of several properties 

simultaneously (Souid and Cheikhrouhou, 

2011). Yarn quality is generally qualified 

through one parameter which is namely its 

strength. Yunus and Rhman, (1990) established 

a yarn quality index including three parameters 

of fibers which are; Yarn Quality Index = 

Elongation × Strength / Uniformity. 

In a study to investigate the optimum 

compact spinning / fiber-property interactions, 

Krifa et al. (2002) and Krifa and Ethridge (2006) 

stated that, with some combinations of fiber 

characteristics did not lead to significant 

hairiness reduction. However, yarn strength and 

elongation did not appear to be directly affected 

by these interactions. 

A large number of predictive models have 

been exercised to prognosticate yarn properties. 

There are three distinguished modeling methods 

called statistical regression, mathematical and 

intelligent models. Statistical regression models 

are very simple to understand and the beta 

coefficient analysis gives an indication of 

relative importance of various inputs on yarn 

quality properties. However, foretelling the type 

of relationship (linear or non-linear) is essential 

for developing a regression model (Majumdar 

and Ghosh, 2008). Mathematical models based 

on theories of basic sciences give good 

understanding about the mechanics of the 

process. However, due to the assumptions or 

simplifications used while building these 

models, the prediction accuracy, is not very 

accurate of encouraging (Frydrych, 1992; 

Majumdar and Ghosh, 2008). The advent of 

artificial intelligence models of yarn properties 

such as artificial neural network (ANN) and 

neural-fuzzy methods have been used 

successfully by several researchers such as 

(Ramesh et al., 1995 ; Zhu and Ethridge, 1997).  

The problematic high intercorrelation among the 

predictive variables is known as 

multicollinearity or collinearity. Cavell et al. 

(1998), Mofenson et al., (1999), and Kamita et 

al., (2002) pointed out that collinearity increases 

the estimate of standard error of regression 

coefficients, causing wider confidence intervals 

and increasing the chance to reject the regression 

test statistic. Hair et al. (1998) and Yoo et al. 

(2014) stated that, as collinearity increases, it is 

more difficult to ascertain the effect of any 

single variable produce biased estimates of 

coefficients and a loss of power for regressors 

because the variables have more 

interrelationships. Methodologies such as 

principle component analysis (PCA) and partial 

least square (PLS) are used for dimension 

reduction in regression analysis when some of 

the independent are intercorrelated Saikat and 

Yan (2008). PLS has some similarity with PCA, 

but PLS is less restrictive (Wold et al., 1994, and 

Yoo et al., 2014). The Workflow of this study is 

to diagnose the collinearity of cotton fiber 

measurements of Cotton Classifying System 

(CCS) Instrument, therefore describe the process 

of building principle components in a 

multivariate regression set-up for modeling yarn 

quality characteristics. 

 

2. MATERIALS AND METHODS 

  The materials used in this study were five 

commercial varieties of Egyptian cotton, Giza 88 

and Giza 92 varieties belonging to the Extra-

long staple category, whereas Giza 86, Giza 90 

and Giza 95 belonging to the Long staple class. 

According to the local classifying system, four 

lint cotton grades, namely: Good/Fully Good 

(G/FG), Good (G), Fully Good Fair/Good 

(FGF/G) and Fully Good Fair (FGF), were used 

for each variety. A bulk sample was brought 

from cotton gin mills, where each variety 

followed its own region for the cotton crop of 

2016 and 2017 seasons. Five sub samples from 

each grade were used to determine cotton fiber 

characteristics by Cotton Classification System 

(CCS-V5.3) equipment. Cotton samples were 

conditioned prior to testing in the BINDER 

equipment for at least 48 hours at 65 % + 2 % 

Rh and 21
0 

C ± 2
0
 C. Cotton fiber tests were 

conducted at the laboratories of the Egyptian 

&International Cotton Classification Center 

(EICCC), Cotton Research Institute (CRI), 

Agricultural Research Center (ARC), Egypt. 

Cotton fiber Samples were spun at 3.6 twist 

factor for Ne 40 and Ne 60 counts. Yarn strength 

in terms of Lea product in pound x count was 

measured by the Good Brand Lea tester. Single 

yarn strength was measured using TensoLab 3; 

and yarn unevenness measured by MT Evenness 

Tester. Glossary of variable names is listed in 

Table (1). 
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Using the Statistical Package for Social 

Science (SPSS V.12), the collected data were 

subjected to the proper analysis of descriptive 

statistics, Simple correlations and multiple 

regressions. These models were applied to 

establish the quantitative   relationship between 

yarn quality properties and fiber characteristics. 

To reduce the number of predictive variables and 

solve the collinearity problem, the Principal 

Component Analysis (CPA) was used as a 

method of factor analysis. 

3. RESULTS AND DISCUSSION 

3.1. Variation in fiber and yarn quality 

properties 

     A compilation of the significant statistical 

parameters of fiber and yarn properties is given 

in Table (2). This Table includes: Minimum 

(MIN), Maximum (MAX), Mean, Median, 

Range and Coefficient of Variation (CV% 

=SD/mean *100). The descriptive statistics were 

the most sensitive with the large values of range 

and the great CV%, for approximately all fiber 

and yarn properties. This acceptable for 

uniformity index, maturity ratio and linear 

density that have the least discriminating and 

had small values of CV %. The mean and 

median values of these three variables seem to 

be close, indicating symmetric distribution with 

slight negative skewness. 

3.2. Interrelationship among cotton fiber 

properties                         
  The correlation matrix (person's r- values) is 

shown in Table (3). Coefficients of correlation 

between the eleven variables indicate that the 

correlation coefficients among these variables 

are often significant. It is not surprising that the 

higher r- values were among fiber length 

parameters and between micronaire value and 

linear density. Micronaire value and SFI showed 

negative correlations. On the other hand, 

micronaire value and linear density show 

insignificant correlations with other 

measurements.   Whereas,      their      correlation  

Table (1): Glossary of variable names. 

+ b Degree of yellowness 

Rd % Percent of Reflectance 

FE % Fiber Elongation 

FS (g / tex) Fiber Strength 

UI % Uniformity index 

ML (mm) Mean length 

UHM (mm) Upper Half Mean 

SFI % Short Fiber Index 

Mike Micronaire value 

MR  Maturity Ratio 

LD (Milletex) Linear Density 

LP 40s Le Product Ne 40s 

LP 60s Le Product Ne 60s 

SYS 40s Single Yarn Strength Ne 40s 

SYS 60s Single Yarn Strength Ne 60s 

CV % 40s Unevenness Ne 40s 

CV % 60s Unevenness Ne 60s 

 

Table (2): Descriptive statistics of CCS measurements and yarn quality properties. 

SD CV % Range Median Mean MAX MIN  

1.55 14.86 4.6 11.4 10.4 12.6 8 +b 

5.54 8.14 22 67.15 68.02 82 60 Rd % 

0.668 9.43 2.5 6.9 7.1 8.5 6 FE % 

5.22 12.56 18.6 42.05 41.64 50.6 32 FS 

2 2.35 8.6 85.05 84.91 89.1 80.5 UI% 

2.61 9.78 9.79 27.53 26.85 31.82 22.03 ML 

2.45 7.78 9 32.2 31.75 36 27 UHM 

1.04 14.56 4.4 7 7.13 9.7 5.3 SFI % 

0.299 7.31 1.2 4.1 4.09 4.7 3.5 Mike 

0.023 2.73 0.09 0.84 0.84 0.89 0.80 MR 

6.74 4.28 29 158 158 170 141 LD 

576.5 19.2 1840 3045 3002 3940 2100 LP 40s 

511.3 19.1 1660 2580 2678 3560 1900 LP 60s 

5.29 30.06 17.4 16 17.6 27.8 10.4 SYS 40s 

4.24 26.6 15 15 15.84 25 10 SYS 60s 

2.48% 12.8 9% 20% 19.33 20% 14% CV% 40s 

2.32% 11.6 13% 20.% 20.03 20.4% 10% CV% 60s 

 



I. A. Ebaido
   
and  H. S. Meabed ………………………………………………………………………………………………….. 

106 

 

 

coefficients are significant with maturity ratio 

and short fiber index. It is worthy to mention 

that the high degree of correlation among these 

variables increase the variance in estimates of 

the regression parameters. Finally, the 

intercorrelation matrix showed the collinearity or 

common variance among CCS measurements.  

For dimension reduction in yarn quality 

regression models, there is an urgent need to 

reduce the number of predictive variables (cotton 

fiber measurements of CCS) and solve the 

collinearity problem. The traditional statistical 

method commonly used in this regard, is 

Principle Component Analysis (PCA). So, the 

question is the intercorrelation matrix of fiber 

measurements is factorable?  

There are two ways to determine the 

factorability: 

1- Kaiser- Meyer- Olkin measure of sampling 

adequacy (KMO). 

2- Bartletts Test of sphericity. 
Kaiser- Meyer-Olkin (KMO) 0.727 

Bartletts Test  Approx. Chi-square 2000.42 

DF 55 

Sig. 0.000 

 

According to Kaiser- Meyer–Olkin 

interpretation, the degree of common variance 

among CCS measurements (0.727) is 

"Middling". In matrix algebra, the determent of 

an identity matrix is equal to 1.00. So, the 

sample intercorrelations matrix did not come 

from population in which the matrix is an 

identity. The statistical decision is; if a factor 

analysis is conducted, the factors extracted will 

account for fare amount of variance but not a 

substantial amount. 

3.3. Initial solution using the principle 

components method 

     In the initial solution, each variable of CCS 

measurements is standardized to have a mean of 

0.00 and a standard deviation of + 1.00. Thus the 

variance of each variable = 1.00; and the total 

variance to be explained is 11(number of 

variables). Otherwise the factor extracted 

explains variance no more a single variable. 

Since a single variable can account for more than 

1.00 unit of variance (eigenvalue), a useful 

factor must account for more than 1.00 

eigenvalue (λ > 1.00).Total variance explained in 

Table (4) identifies three factors that have values 

Table (3): Intercorrelation coefficients among CCS cotton fiber measurements 

 

 

 

 

+b Rd% FS FE% UHM ML UI% SFI Mike MR 

LD 0.135 0.115 0.042 0.256* -0.092 -0.019 0.226* -0.698** 0.935** 0.553** 

MR -0.213* 0.566** 0.644** -0.339* 0.487** 0.545** 0.660** -0.630** 0.446**  

Mike 0.058 0.135 -0.087 0.359** -0.240* -0.162 0.119 -0.622**   

SFI 0.367** -0.47** -0.313* -0.009 -0.137 -0.195* -0.37**    

UI% -0.37** 0.631** 0.850** -0.650** 0.819** 0.899**     

ML -0.37** 0.576** 0.947** -0.760** 0.991**      

UHM -0.37** 0. 539** 0.937** -0.761**       

FE% 0.434** -0.51** -0.73**        

FS -0.51** 0.708**         

Rd% -0.83**          
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of eigenvalues more than 1.00. The first factor 

has an eigenvalue = 5.692. Since this is greater 

than 1.00, it explains more variance than a single 

variable, in fact 5.692 times as much. The 

percentage  of variance derived as (5.692/11 

units of variance) × (100) = 51.748 %. The 

same, 2
nd

 factor has an eigenvalue λ = 2.989 and 

the percent of variance = 27.169 %. The 3
rd

 

factor has an eigenvalue λ = 1.188 and the 

percent of variance = 10.80 %. On the other 

hand, the remaining factors i.e., factor 4 through 

factor 11 have eigenvalues less than 1.00., and 

therefore explain variance less than a single 

variable. The sum of the eigenvalues associated 

with each factor (component) sums to 11 is;  

5.692 + 2.989 + 1.188 + ……+ 0.00 = 11 

The cumulative percentage of variance explained 

by the first three factors is 89.716 %. In other 

words, 89.716 % of the common variance shared 

by the eleven variables can be accounted for by 

the first three factors. This is reflective of the 

KMO of 0.727 values, a "Middling" % of 

variance.  

Cattell's plot (Cattell, 1952) illustrates the 

way to determine the number of factors to 

extract in the final solution (Fig. 1). This is a 

plot of the eigenvalues associated with each of 

the factors extracted vs. each factor. At the point 

that the plot begins to level off, the additional 

factors explain less variance than a single 

variable. Accordingly, could obtain three main 

factors, that higher than the line of 1.00. 

3.4. Factor Loadings 

   The component matrix which indicates the 

correlation coefficient of each variable of CCS 

measurements with each factor is shown in 

Table (5). Fiber strength correlates 0.960 with 

factor 1 and – 0.135 with factor 2 and 0.094 with 

factor 3. The total proportion of the variance in 

fiber strength explained by the three factors is 

simply the sum of its squared factor loadings or 

correlations (0.960
2 

– 0.135
2
 + 0.094

2
 = 0.948. 

This is called the communality of the variable 

fiber strength. Similarly, the total % variance in 

mean length explained by the three factors is; 

0.920
2  

 - 0.236
2 
+ 0.262

2
 = 0.971. Thereafter, the 

communalities of the remaining measurements 

are derived the same. As evident, the percentage 

of variance in each measurement of CCS 

accounted for by the three factors is not the 

same. It is worth mentioning that often all 

measurements load high on the most important 

factor; 1. Whereas, micronaire value and linear 

density load lowest on factor 1. There are five 

measurements that load highest on factor 2, i.e., 

fiber elongation, maturity ratio, micronaire 

value, linear density and short fiber index. On 

the other hand, only yellowness degree is loads 

highest on the 3
rd

 factor.  

3.5. Modeling yarn quality properties 

     After overcoming the problematic collinearity 

of cotton fiber properties using factor analysis,  

noncollinear factors for predicting yarn quality 

properties could be obtained three  . By this way, 

predicting yarn quality properties seems more 

realistic and reliable. Table (6) indicates the 

significance and contribution of cotton fiber 

measurements of CCS equipment explained by 

the scored three factors on the variation in yarn 

quality properties. According to "F" values, all 

models are highly significant. The three factors 

that summarize the 11 attributes show high 

contributions   (% R
2
)    ranged    from    68.9 %  

Table (4): Total Variance Explained  

Initial Eigenvalues 

Component Cumulative  

% 

% of  

Variance 
Total 

51.7481 51.748 5.692 1 

78.916 27.169 2.989 2 

89.716 10.80 1.188 3 

92.521 2.805 0.309 4 

95.187 2.667 0.293 5 

97.546 2.358 0.259 6 

98.804 1.259 0.138 7 

99.379 .575 0.063 8 

99.725 0.345 0.038 9 

99.999 0.274 0.030 10 

100.00 0.001 0.00 11 

 

 
Fig. (1): The Scree Plot of Eigenvalue for the 11 variables 
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Table (6): The significance and % R
2 
of PCA and % R

2
 of the ordinary multiple regression models.

 

 F  Value Sig. PCA  %R
2
 Multi. Reg.  %R

2
 

LP 40s 645.3 0.00 95.3 % 98.3 % 

LP 60s 421.1 0.00 92.9 % 97.4 % 

SYS 40s 184.3 0.00 85.2 % 96.2 % 

SYS 60s 70.70 0.00 68.9 % 90.7 % 

CV % 40s 85.60 0.00 72.8 % 89.1 % 

CV % 60s 88.00 0.00 73.3 % 84.7 % 

 

through 95.3 %. On the other hand, on the 

ordinary multiple regression models, the 

contribution of the eleven variables on the 

variation in yarn quality properties show the 

highest values of % R
2
 ranged from 84.7 % 

through 98.3 %. Comparing % R
2
 values of 

multiple regression models with PCA regression 

models, disclose the shrinkage of % R
2
 values 

after PCA procedure. The differences of % R
2
 

values are slight for lea product of Ne 40 and Ne 

60 counts. For single yarn strength and 

unevenness of Ne 40 and Ne 60 counts, 

differences of % R
2 

are highest, especially for 

single yarn strength of Ne 60 count. These 

results reveal the unreal contribution of fiber 

properties collected on the variation in yarn 

quality properties due to the collinearity of 

predictors. So, the improvement occurred by 

factor analysis using the principle component 

method that eschewing the collinearity. 

 

Conclusion 

Cotton fiber properties are the predictors for 

predicting yarn quality properties. The 

collinearity of cotton fiber properties resulted in 

unrealistic and inaccurate regression models. 

One approach is using principle component 

analysis method to give satisfactory regression 

models after getting rid of the collinearity of 

cotton fiber properties. 
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 إستنتاج صفاث جودة خيوط انغزل من خلال تجنب انعلاقت انخطيت انمتعذدة

 فيما بين صفاث جودة تيهت انقطن

 

إبراهيم أحمذ عبيذو
   -     * 

حسين سيذ معبذ  

  

يصز . -انديشة -انشراعيت انبحىديزكش  –يعهذ بحىد انقطٍ    

يصز - خايعت بًُ سىيف –صُاعً انخعهيى انكهيت   *  

 

 مهخص

 .كثيزا يا حسخخذو يعادلاث الإَحذار لاسخُخاج صفاث خىدة خيىغ انغشل بالإعخًاد عهً صفاث خىدة حيهت انقطٍ    

 .يشداد انخطأ انقياسً فً يعايلاث الإَحذار ،ytlulenlllocitlum فاث انخيهتنكٍ َظزاً نهعلاقاث انًخذاخهت انقىيت فيًا بيٍ ص

أصُاف يٍ  5أسخخذو نهذا انغزض نذنك اسخخذو فً هذِ انذراست غزيقت ححهيم انعىايم انزئيسيت نخلافً هذِ انًشكهت. 

 يٍ 95وخيشة  90، خيشة 86خيشة و ،غبقت الأقطاٌ فائقت انطىل يٍ 99، خيشة   88خيشة  :الأقطاٌ انخداريت انًصزيت

رحب قطٍ شعز وهً خىد إنً فىنً خىد )ج/فح(، خىد )ج( ، فىنً خىد فيز  4 غبقت الأقطاٌ انطىيهت. أخذ يٍ كم صُف

. أخزيج خزاء اخخباراث انخيهت وانغشلعيُاث يٍ كم رحبت لإ 5وحى اسخخذاو . (فدففىنً خىد فيز )إنً خىد )فدف/ج(، 

خهاس بًعهذ بحىد انقطٍ. كًا حى انغشل ثى اخخباراث خىدة خيىغ انغشل عهً  5.3V-CSS اخخباراث انخيهت عهً خهاس 

dnnG  tioG  نقياص يخاَت انشهت و خهاسbcoonniT  نقياص يخاَت انخيػ انًفزد وخهاسrb secoocoo bcouct   نخقذيز

عىايم فقػ  3أيكٍ حدًيع صفاث انخيهت فً  لاقاث انًخذاخهت انقىيت بيٍ صفاث انخيهت.. أظهزث انُخائح انععذو اَخظاو انخيىغ

 89.79يُفصهت عٍ بععها انبعط فً حاثيزاحها فً انخغيز فً صفاث خىدة انخيىغ وعبزث هذِ انعىايم انثلاثت عٍ % 

يٍ انعلاقاث انًخذاخهت بيٍ صفاث انخيهت. إخخهفج َسبت يساهًت كم صفت يٍ صفاث انخيهت عٍ الأخزي فً كم عايم يٍ 

 أيكٍ اسخُخاج صفاث خىدة انخيىغ يٍ خلال لاثت، ويعظى انًساهًاث حزكشث فً انعايم الأول وانثاًَ.انعىايم انث

انثلاد انزئيسيت فقػ بُسب يساهًت عانيت و نكٍ أقم َسبيا يٍ َسب انًساهًت  يعادلاث إَحذار حعخًذ عهً حهك انعىايم

يكٍ اسخُخاج صفاث خىدة انخيىغ بذقت يزظيت أ قذ ذنكبو. انًخعذد انعادي نصفاث انخيهت يدخًعت فً يعادلاث الإَحذار

 . صفاث حيهت انقطٍ َخيدت حدُب انعلاقاث انخطيت انًخذاخهت انقىيت فيًا بيٍ 

 .110-270(:1729 بريم )أنى اث( انعذد ان07انمجهذ )  -جامعت انقاهرة  -انمجهت انعهميت نكهيت انزراعت 

  

                                                                                                                       

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 




