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A proposed method for solving multiobjective linear fractional
programming problems with rough coefficients
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Abstract: In this paper, a new method for solving multiobjective linear fractional programming problems with rough
coefficient (MORLFP) is proposed. The MORLFP problem is considered by incorporating rough intervals in the
coefficients of the objective functions. It is provided that a MORLFP problem is converted to an optimization problem
with rough interval valued objective functions which it their bounds are four multiobjective linear fractional functions.
The rough efficient solutions are characterized by using a new proposed algorithm. A numerical example is given for the
sake of illustration

Key words: Multi objective linear fractional programming problems, Rough interval, Rough interval function.
1. Introduction membership, but employing a boundary region of a

Fractional programming concerns with the set. The theory of rough set deals with the

optimization problems of one or several ratio approximation of an arbitrary subset of a universe by

functions subject to some constraints. Decision
makers sometimes, may face up with the decision to

optimize actual cost/standard cost, output/employee,

. . two definable or observable subsets called lower and
etc with respect to some constraints. In management

. . imati . T t 19 d th
problems, both the ratio functions profit, cost and upper - approximations. - Tsumoto [19] use ©

. L . concept of lower and upper approximation in rough
quality to be optimization are conflicting in nature. P bpet app &

. ts theory, knowledge hidd in inf ti
Such types of problems are inherently multiobjective sets theoty owledge fudden In - information

. . systems may be unraveled and expressed in the form
fractional programming problems.

Pawlak [11] defined rough set theory as a new of decision rules. The concept of rough interval will

mathematical approach to imperfect knowledge. be introduced by Lu and Huang [9] to represent dual

. . uncertain information of man arameters.The
Kryskiewice [8] uses rough set theory to incomplete y P

has found many interesting applications. the rough
set approach seems to be of fundamental importance
to cognitive sciences, especially in the areas of
machine learning, decision analysis, and expert
systems Pal [13]. Rough set theory, introduced by

Pawlak [12], expresses vagueness, not by means of

associated solution method will be presented to
solve rough interval fuzzy linear programming
problems.

Chakraborty and Gupta [3] a different methodology
had been proposed for solving multiobjective linear

fractional programming (MOLFP) problems always



yielding an efficient solution and reduces the
complexity in solving the (MOLFP) problems..
Tantawy [18] proposes a new method for solving
linear fractional programming problems. Effati and
Pakdaman [5] introduce an interval valued linear
fractional programming (IVLFP) problem. They
convert an IVLFP to an optimization problem with
interval valued objective function which its bounds
are linear fraction function. Sulaiman and Abulrahim
[14] wuse transformation technique for solving
multiobjective  linear  fractional programming
problems to single objective linear fractional
programming problem through a new method using
mean and median and then solve the problem by
modified simplex method. Guzel [6] proposes a new
solution to the multiobjective linear fractional
programming (MOLFP) problem. Thus MOLFP
problem is reduced to linear programming problem.
Sulaiman and  Abulrahim [17] uses a new
transformation technique for solving multiobjective
linear fractional programming problems to single
objective linear fractional programming problem
through a new method using arithmetic average and
new arithmetic average technique and then solve the
problem by modified simplex method.

This paper deals with a new method for solving
MORLFP problem. The MORLFP problem is
considered by incorporating rough intervals into
coefficient of the objective functions of the problem.
The MORLFP problems are converted to four
optimization problems. An algorithm is proposed for
characterizing the solutions concept of the MORLFP
problems. A numerical example is given for the sake

of illustration.

2. Preliminaries

2.1 Linear fractional programming problem:
The general linear fractional programming (LFP)

problems are defined as follows:

N(x)

Max )

Subject to:

x€X={xeR": Ax<b, x=0},
cl,dTeR"a, BE R,bE R™, 6 A€ R™"

Where N(x)=c'x+a, D(x)=d™x+pf are

real valued and continuous functions on

Xand d'x+p #0

NG _ o NGO
D(x*) D(x)

Theorem 1. [6] z* = if and

only if

F(z*,x*) = Max{N(x) —z*D(x) ,x € X} = 0.
2.2 Multi objective linear fractional
programming problem
The general multi objective linear fractional
programming (MOLFP) problems written as:
Max z(x) = {z;(x), z,(x), ...z (x)}
Subject to:
xEX={xeR": Ax<b, x=0}

cix+a; N;i(x)
where z;(x) = — = —+—,
dix+B;  Di(x)

Ci'di € Rn,ai !ﬂi ER Di(x) > 0,
foralli=1.2,..,k.
Definition 1. x* € R™ is an efficient solution for

MOLFP problems if there is no x € R™ such that
Ni() o Ni(x)
Dy(x) — Di(x%)’

i=12,..k and

Ni(x)  Ni(x™)

, for at least one i .
D;i(x) Di(x*)

Theorem 2. If % is an optimal solution of
Max{%f, w;(N;(x) = (z)"(Di(x))), x € X }

where is (z;)" =% = Max 257(2 for all i=

1,2, ..k,

w €W ={w; ER™w; 20,35, w, =1}

then ¥ is an efficient solution of MOLFP problems.
The proof of this theorem is much similar to the
proof given by Guzel in [6].
2.3 Rough interval linear fractional
programming

Definition 2. Suppose [ is the set of all compact
intervals in the set of all real numbers R . If A €1
then we write A = [a* ,aY]with a’ < aY and the

following holds: [5]

A=0 iffx; >0 forallx; €A.



i,  A<O0 iffx;<0 forallx; €A.

Definition 3. Let X be denote a compact set of real
numbers. A rough interval X is defined as:

XR = [ X@AD; xWAD] where X®4Dand XWAD are
compact intervals denoted by lower and upper
approximation intervals

of XR with x(AD c xWan,

Definition 4. For the rough interval XF the

following holds:

i XRz0,iff XD >0 and XxWAD >0
ii. XR<0, iff XD <0 and XWAD <.

In this paper we denote by IF is the set of all rough
intervals in R . Suppose AR ,BR € IR we can write
AR = [A®AD ;. 4WAD ] and also
BR =[BUAD : BWAD ] where

AUAD = [g7L | g+l BUAD [p=L, p+L]
a’t,a*l, b7l Jand b*L € R.

Similarly we can defined AVAD, B(UAD,
Definition 5. [9] For two rough intervals AR, BR
when AR >0 and BR >0 we can define
the following operations on rough intervals as

follows:
n AR 4+ BR = [[A(LAI + B(LAI)] : [A(UAI) + B(UAI)]]

Such that:
[A®4D 4 BEAD] = [a> + b7",a*" + b*‘]and

[A(UAI) + B(UAI)] — [a—U + pU ’a+U + b+U] .
2) AR — BR = [[A(LAI _ B(LAI)] . [A(UAI) _ B(UAI)]

Such that:
[A(LAI) _ B(LAI)] =[a"' - b**, a** — b~']and

[A(UAI) _ B(UAI)] — [a—U _ b+U , a+U _ b—U] .

3) AR x BR = [[A(LAI) X B(LAI)] : [A(UAI) X B(UAI)]]

Such that:
[A(LAI) X B(LAI)] — [a—L % b—L , a+L X b+L] and

[A(UAI) X B(UAI)] — [a—U % b_U, a+U X b+U] )
4) AR /BR — [[A(LAI) /B(LAI)] : [A(UAI) /B(UAI)]]

Such that:
[A(LAI)/B(LAI)] =[at/ b**, a*'/ b~] and
[A(UAI)/B(UAI)] =[aV/ b*U, a*V/ b7Y].
Definition 6.[5] Let [ be the set of all closed and
bounded intervals in R .

A function f: R™ — I is called an interval valued
function with  f(x) = [f(x), fU(x) ] where for
every x ER™, fL(x), fU(x) are real valued
function ,with fX(x) 2 fY(x).

Definition 7. A function f:R" — I® is called a
rough interval function with

fRG) = [f44D(x) = fUAD(x)] where for every
x €R™, fAAD(x), fWAD(x) are lower and upper
approximation interval valued functions, with
FUAD(x) 2 FUAD(x)

Proposition: [10] Let f be a rough interval function
defined on X cR™ and x, €X . Then f is
continuous at x, if and only if f@4D(x) and
fFWAD (x) are continuous at x, .

3. Problem Formulation
The multiobjective linear fractional programming
problems with rough coefficient (MORLFP) are

defined as follows

NR(x) cfx+af
R =L =2 L [ =
Max {ZL- (x) = DiR(x) dfx n BiR 1,2, k}
Subject to:

xeEX={xeR™ Ax<b, x=0} (1)
where cf, df, af and BR € IR ,Aisan mx
n constraint matrix, b € R™,k > 2.

We can rewrite problem (1) as follows:

[ciLAIx+a{“A’: ciUA'x+aiUA' 1 .
Max {ZL»R(x) = QP BT a4 5] i=12..k
Subject to:

XEX={x€ER™ Ax<b, x>0} (2)



The objective function in (2) is a quotient of two
rough interval functions. Using the definition of

operations on a rough intervals we have

C,:LAIX‘FCZILAI CiUAIX+(lluAI

LAl LAl ° UAT UAI
di i x+p; d; * x+p;

R =1

i=12..k (3)

Now equations (3) can be written into the form:
ZE@) = 2@ 20 ] Where
zFI(x), zP*(x) lower and upper multiobjective

approximation interval valued linear are fractional

functions  defined as:

-L -L _+L +L
Z-LAI(X) _ [c; "x+a;”, ¢ "x+ai "]
L

= = FL L
lditx+p7l, aftx+pit

-U -U _+U +U
[e; "x+a; 7, ¢ “xta; ]

ld;yYx+8;Y, afYx+pfl )

and zP4(x) =
forall i=12..,k
Using the theorem (2-1) in [5] we can write equation (3)
as the following:

ZF@ =[[ 7@, @] [ 700, W], @)
where z7 %), ozttt L z7l(x) and
zU(x), forall i=12...,k

are multiobjective linear fractional functions

defined as:
Z-_L(x) _ ci_Lx+0zl-_L Z+L(x) _ cl-+Lx+ai+L
i - 4+l +L > i - 4-L -L
a; x+ﬁi d; x+Bi
-U -U +U +U
—U c;i x+ta; +U c; x+aj
Z; xX) = 15—~ and z; X) = ————-U
U0 = S 16 = gt

Forall i=12...,k.
Now the problem (1) can be converted into
multiobjective rough interval linear fractional
programming (MORLFP) problems as follows:
Max {z}() = [[ 77, ()] [ 7Y (), 21 ),
Subject to:
XEX={x€ER™ Ax<b, x=0} (5
Forall i=12...,k
By using the arithmetic operations and partial
ordering relations, we decompose the MORLFP
problem (5) can be the following four sub problems
defines as:
P

N;'U(x) _ ci+ux+al-+u

Max zU(x) = =
i ( ) D?’U(x) di—Ux+Bi—Ua

i=12..,k

Subject to:

XEX={xER™ Ax<b, x>0}
P,

NV cfUxtaV

Max z7V(x) = =
;o) 570G~ aiUxtpl

i=12..,k

Subject to:
xeEX={x€eR" Ax<b, x>0}

z7Y (x)Maximize value of z}Y(x)

P

+L _ Nl-H‘(x) _ ci+Lx+al-+L .
Max z™(x) = 27 = aTxep T i=12...,k
Subject to:
xXEX={x€R" Ax<b, x=0}
max value of z;Y(x) < z(x)
< Max value of zY(x)

P, :

Max z7*(x) =

Nl-_L(x) _ cl-_Lx+al-_L
Dl-_L(x) - di+Lx+ﬁi+L s
Subject to:
xXEX={x€eR™ Ax<bh, x>0}
maximum value of z;Y(x) < z7"(x)
< Maximize value of z;*(x)
Now using Theorem (2) for socialization

problems P,, P,, P;and P, which are MOLFP

i=12....k

problems to the equivalent form which are linear
programming (LP) problems ( P{,P;, P; and P, )

as follows:

P :

1

T, o (N - YD), i=12, ..k }
Subject to:

XEX={x€ER™ Ax<b, x>0}
P, :
Max {TE  w; N7V () — Z7Y)' D7V (%)), i =12, ...k }
Subject to:
xEX={x€eR™ Ax<b, x>0}
z;7Y(x) < Maximize value of z;Y(x)

P;

k
Max {Z w;(NFE(x) — (ZF9)'DiFE (%)), i =12, .., k
i=1
Subject to:
xeEX={xeR™ Ax < b, x = o0}
maximum value of z7Y(x) < 7z (x) <
Maximize value of z;V(x)

P, :
K
Max {35 o (N0 — (Z7Y)' Dt (®),i=12,..,k }
Subject to:
xXEX={x€ER™ Ax<b, x>0



maximum value of z7V(x) < z7%(x)
< Maximize value of z;"(x)

Where w € W = {wi:ZiLla)i =1, w; =20,i= 1,2,...,k}
Theorem 3.[4] If x* € R™ is an optimal solution

for LP problems P/,i =1,2,3,4 then x*€R"™ is

an efficient solution of the corresponding

MOLFP problems P; ,i=1,23,4 .

Definition 8. x* € R™ is a rough efficient solution of

MORLFP problem (1) if there is no x € R™ such that

R R, x R R, *

zRgg > ZRE)’Z; ,i=12, ..,k and ZREE zRg; for

at least one i

Theorem 4. If x* € R™ is an efficient solution of the

problems P; ,i =1,2,3,4 then x* € R™ is a rough

efficient solution of problem (1).

>

4. Algorithm solution for MORLFP problem :

We construct the algorithm for solving a MORLFP
problem as follows:

Stepl. Convert the problem to the form of
MORLFP problem (5).

Step2. Transfer the problem (5) to four problems
on forms P;, P,, P;and P, which are MOLFP
problems.

Step3. Find the maximum value of each objective
function of P, P, , P; and P, as:

v Ni(x) N;i(x)
(Zi) - Di(x*) - MEE/( D;(x)
x€X

Step4. Use the weighting method to convert each
problems P;, P,, P;and P, to single objective in
the form P{, P;, P; and P, respectively.

StepS. Find the optimal solution of each linear
programming LP problem P;, P,, P; and P,.

Step6. Using the results of step5, obtain a rough
efficient solution to the given MORLFP problem
by the Theorem 3 and Theorem 4. with objective
value:

Z8 () = [Z7GD, Zi 6] 279G, 2890 ]
foralli=12..k

The algorithm is illustrated with the following
example.

5. Numerical example:

Consider the following MORLFP problem:

Max Z, (x) =
(15, 2.5]:[1,31]xs +[[2.5, 3.5]:[2, 4]]x,
[[x, 21:[0.5, 3]]xy +[[2, 3]1:[1, 5l|x; +[[2, 5]:[1, 7]]
Zz(X) =

)

2, 4):[1,5]]%,4[3, 5]:[2, 6l]x,
[(3, 51:01, 71]xs +[[2,51:[1, 6l]x, +[[2, 31:[1, 4]]
Subject to:
X +%, <5 3x +x,<10
21 +x, <7, x, <3, X1, %20

Now the decomposition problem of the given
MORLFP problem as in the following form:

Max{ Z+U(x) — 3x1+4x, Z+U(x) — 5x1+6x; }
1 0.5x;,+x,+1 " 2 X1+X,+1
— X1+2X - x1+2X
Max{zlu(x)=71 2 727U (x) = —1 =2 }
3x1+5x,+7 7x1+6x,+4
2.5x1+3.5x 4x1+5x
Max { zpt(x) = 2508350 pp () = 20t}
X1+2x,+2 3x,+2x,+2
— 1.5x,+2.5x. - 2X1+3x:
Max{zlL(x)=71 2, Zph(x) = }
2x1+3x2+5 5x1+5x,43
Subject to :

X +%, <5 3x +x,<10
2x1+x, <7, x, <3, X1, %20
Now construct the four problems and solving as
follows :
P;:

3x1+4x; 5x1+6X:;
Ma { 7V(x) = e 73U (x) = i)
0.5x1+x,+1 X1+x,+1

Subject to:
X +%, <5, 3x+x, <10
21 +x, <7, x, =<3, X1, x, 20

It is observed that 0 < ztU <3.71 and
0<zV<5 .

This MOLFP problem is equivalent to the following

LP problem can be written as:

Pi:
Max {w,(3x; + 4x, —3.71(0.5%; + x, + 1)) +
wy(5x; + 623 — 5( % + x5 + 1))}
Subject to :
X +x, <5,  3x;+x,<10
21 +x, <7, x, <3, X1, %20
For w; = w, = 0.5
The optimal solution of the LP problem Pjis
obtained as: x;" =0, x,* =5
The efficient solution of MOLFP problem P; are:
x;" =0, x,° =5 with objective value
. z;V =333, zfU=5.

Pz:
—U . x1+2x, —U . x1+2x, }
Max { 7 (x) = 3%, 4+5%,+7 7" () 7x1+6x5+4
Subject to:
Xq1+2x x1+2x
_riTer2 < 3.33, _ziterz <5 ,
3x1+5x,+7 7x1+6x,+4

x1+x2S5, 3x1+x2S10
2, +x, <7, x =<3, x1, x,=0

It is observed that 0 <2zY<031 and
0 <z;Y<029.
This MOLFP problem is equivalent to the
following LP problem can be written as:
P;:



Max {wl(xl +2x, — 031(3x; + 5x, + 7)) +
Wy (X1 + 2x7 — 0.29(7 %, + 6x, + 4))}

. X1+2x
Subject to: ——2— <
3x1+5x2+7
X1+2x
333, ———2-<5
7x1+6x2+4

X +%, <5 3x +x,<10
21 +x, <7, x <3, X1, %20
For w; = w, = 0.5

The optimal solution of the LP problem P, is
obtained as: x;* =0, x," =5

The efficient solution of MOLFP problem P,
are:

x;"=0, x, =5 with the objective value

z;V =031, z;V =029 .

P3 N
+L _ 2.5x1+3.5x; +L __4x3+5x;
Max {Zl ) = X, +2x,42 23" () = 3x1+2x2+2}
Subject to :
2.5x1 + 3.5x,
03l1<——< 333,
X1+ 2x, + 2
029 < Axts% 5,
3x1+2x,+2

X1 +x, <5, 3% +x, <10,
2% +x, <7, x, <3, Xx1,x,=0
It is observed that 0 < zfX <157  and

0 < z3- <208

This MOLFP problem is equivalent to the
following LP problem can be written as:
Py
Max {w1(2.5 %, + 3.5x, — 1.57(xy + 2%, + 2)) +
wy (4% + 5x; — 2.08(3 x; + 2x, + 2))},

Subject to :
031 < 22189 o 333,
X1+2Xp+2
029 < _2xutsx ,
3x142%x,+2
x1+x2S5, 3x1+x2S10,
2%, +x, <7, x, <3, X1,%, =0 .

For w; = w, = 0.5

The optimal solution of the LP problem Pj is
obtained as: x;* =0, x," =5

The efficient solution of MOLFP problem P; are
x"=0, x,” =5, with objective
value zit =146 , zfL =2.08

P,:
L _ 1.5x;+2.5x, L _ 2x1+3x, }
Max { 2 () = Zx 431,45 | 22 ) 5x,+5%,+3
Subject to :
1.5x1+2.5x;
031 <—=—21—"2 < 146,
2x1+3x2+5
2x1+3x
029 < ——-<208,
5x1+5x,+3

X, +x, <5 3x;,4+x,<10,

2%+ %, <7, %<3, x1,x,=20

It is observed that 0 < z1<0625 and

0 < z;- <054

This MOLFP problem is equivalent to the

following LP problem can be written as:
Py
Max {w; (1.5 %, + 2.5x, — 0.625(2x; + 3x, + 5)) +
w5(2x; + 3x, — 0.54(5 x; + 5x, + 3))}
Subject to :

1.5x1+2.5x5

0.31< < 146,
2x1+3x2+5

029 < 245% 708 ,
5x1+5x,+3

X +x, <5, 3x; +x, <10,
2%, +x, <7, x, <3, x1,x,=0
For w; = w, = 0.5
The optimal solution of the LP problem P, is
obtained as: x;* =0, x,” =5
The efficient solution of MOLFP problem P,are:
x" =0, x,” =5, with objective
value z;t =0.625, z;* =0.54.
The rough efficient solution of original
MORLFP problem is x;* =0 ,x," =5
with the rough objective value
2R = [[0.625, 1.46] : [0.31, 3.33]],
z} = [[0.54, 2.08] : [0.29, 5]].
6. Conclusion
A new approach is proposed for solving
multiobjective  linear fractional programming
problems with rough coefficients (MORLFP)
problem. For treating the problems use the method
of Effati and Pakdaman to convert the MORLFP
problem into four multi objective linear fractional
programming MOLFP problems. By the method of
Dinkelbach, the MOLFP problems is convert to
linear programming LP problems . An algorithm is
established for characterizing the solutions concept
of MORLFP problems .
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