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1.Introduction

Rayleigh distribution is a special case of the two parameter Weibull
distribution with the shape parameter. The Rayleigh distribution has a wide
range of applications including life testing experiments and clinical studies.
This distribution can be considered one of the famous distribution that are
useful in several areas of statistics including life testing and reliability which
age with time as its failure rate is a linear function of time . John William was a
British physicist who discovered the element argon, which earned him the
Nobel Prize for Physics. He also discovered 'Rayleigh scattering' and predicted
the existence of the surface waves now known as Rayleigh waves. This
statistical model was first introduced by Rayleigh (1880). Siddiqui (1962)
discussed the origin and properties of the Rayleigh distribution. The origin and
other aspects of this distribution can be found in Siddiqui (1962). Polovko
(1968) noted its importance in electro vacuum devices. Dyer and Whisenand
(1973) demonstrated the importance of this distribution in communication
engineering. Cliff and Ord (1975) showed that Rayleigh distribution arises as
the distribution of the distance between an individual . Bhattacharya and Tyagi
(1990) mentioned that in some clinical studies dealing with cancer patients, the
survival pattern follows Rayleigh distribution . Many researchers have studied
the Rayleigh distribution, its characterizations and inferences based on it
because of its wide applicability in biological sciences, economics, electronics,
engineering, fisheries, geography, modeling and analysis of life time data,
oceanography, pharmacology, physics, reliability, wireless communication
system. For detailed treatment on Rayleigh distribution, the interested readers

are referred to Johnson et al. (1994) and references therein.



Record values and the associated statistics are of interest and important in
many real life applications, such as: weather, educations, industry, economic,
and sports data. The statistical study of record values started with Chandler
(1952) and spread in different directions. Record values are defined as a model
for successive extremes. Chandler (1952) introduced the study of record values
and documented many of basic properties of record values. Feller (1966) gave
some examples of record values with respect to gambling problems. He
presented some examples of record values in gambling problems and studied
problems of characterizations based on record values and order statistics.
Resnick (1987) discussed the asymptotic theory of records and followed in
seventies by Nagaraja (1989) and Ahsanullah (1979). Properties of record
values have been extensively studied in the literature Ahsanullah (1988),
Balakrishnan (1989) and Nagaraja (1978). Balakrishnan and Ahsanullah (1994)
established some recurrence relations for the single and double moments of
lower record values from Gumble distribution. Nagaraja (1978) provides the
basic results on the topic of moments. Moments of record values are of great
interest in the general theory of linear estimation and prediction in location and
scale families such as discussed by Ashanullah (1988 ), Nagaraja (1988)
Pawlas , P and Szynal ,D.(1997) obtain analogous results of k- record statistics.
Probability distributions based on the moments of record values by
Balakrishnan et al (1994) .Balakrishnan and Ahsanullah (1994) establish some
recurrence relations for single and product moments of record values from
Gumbel and Generalized pareto distribution, respectively.

Recurrence relations and identities are often helpful to determine
moments of order statistics and record values. Thus in the literature some

relations for single and product moments of record values from exponential ,



Weibull , Pareto , generalized pareto , uniform and other distributions have
been discussed by Arnold ( 1989 ) and Balakrishnan (1989). Ashanullah (1995)
discussed this topics applied on power function distribution that he used
recurrence relations method to compute all the single and product moments
under record valued. Kamps (1994) discussed recurrence relations of this type
and a characteristics results are given for a class of probability distributions.
Ashanullah (1993) discussed this topics applied on Generalized Pareto
distribution that he used recurrence relations method to compute all the single
and product moments under record valued. Balakrishnan (1993) discussed this
topics applied on exponential distribution using recurrence relation method to
compute all the single and product moments under upper record values .
Ashanullah, Balakrishnan (1993) discussed this topics applied on Generalized
Extreme Value then they used recurrence relation method to compute all the
single and product moments under upper record values. Balakrishnan (1994)
has derived some recurrence relations by the single and product moments of
order statistics from the right truncated exponential distribution. Balakrishnan
and Ahsanullah (1994) established some recurrence relations of single and
double moments of record values from the Lomax distribution. Balakrishnan
and Ahsanullah (1995) established some recurrence relations of single and
double moments of upper record values from exponential distribution. Pawlas
and Szynal (2000) derived recurrence relations satisfied by single and double
moments of the kth upper record values from the Pareto , generalized Pareto
and Burr distributions. .Pawlas and Szynal (2001) derived recurrence relations
for single and double moments of GOSs under the concept from Pareto,
generalized Pareto and Burr distributions.



The two parameters Rayleigh distribution is a continuous probability
distribution that plays an important in real life applications
Probability density function of Rayleigh distribution with two parameters is

given by
f (x \a,b)=2a(x —b)exp(-a(x -b)*) b <x <ow,a>0,b >0 (1)

where (a) is the scale parameter, (b) is location parameter

and cumulative distribution is given by

F(x)=1—exp(-a(x —b)?) )

In which case , we have 2&(X —b) (3)
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Probability density function of upper record values is given by

1 n-1
fn(x):ﬁ{R(x)} f(x),b<x<w “

where R)=-In(-F(x)

See (Ahsanullah 1993 )
where X has Rayleigh distribution with two parameters, Probability density



function of upper record values from Rayleigh distribution with two parameters

Is given by :
f(x) :ﬁ{—ln(exp(—a(x “b))}"" 2a(x ~b)exp(-a(x ~b)?)

_ 2a(x —b)

) {a} " {(x =b)}" " exp(-a(x —b)?) (5)

This function can be rewritten as the following :

2an (X _b)2n—1

f,(x)= (") exp(—a(x —b)~) ©
Putting b=0, One can find that
B 2an (X )2n—l B .
f,(x)= Tn) exp(—a(x)-) (7)

2.Single Moments of Upper Record Values
The single moments can be computed of upper record values from Rayleigh
with two parameters, Some single moments of upper record values can be

derived as follows

E (X ) = [ X F, (x)dx =28 jxrx “b)™ exp(-a(x —b)?)dx
b b

Substituting

ax -b)?’=z _ ¥ =,m%

r 1 e . | r-i n-1
E(x u(n)):ﬁJZ(l )[%j (b) (2)" " exp(-z Jaz forr=1,2,3.4,..... (8)

The first four moments can be written as :

The first zero moment



r(n + 1)

E(Xu(n))=|:b+%:| Where )= (n)

The second zero moment

ab2+2x/5bgo(n)+n}

a

2
E (X7, (n)) :{
The third zero moment

3 1
e b3a2+(n+;)go(n)+3a2bn+3ab2go(n)
E (X =
u(n)

3
aZ

The fourth zero moment

n(n +1)+4x/z;(b)(n +;)(p(n)+6an (b )2 +4ag (b )3 p(n)+a’*([)*

E (x 4U(n)): =

Using the previous equations, the four central moments can be calculated as the
following The second central moment can be computed using the following
relation

» :[n —(¢(n))2}

a

2
Since #2 must be positive then (#(n))” <n , one can be notice that Hz s
dependent on (a) and independent on (b).
Using the following relation, the third central moment can be calculated as the

following



o[ 5 -2n |+ 260y |
Hs = 3

a

Using the following relation, the four central moments can be calculated as the

following:

_ n(n+1)=3(p(n))* +(p(n))*(3ab* +2n - 2)
4 az

Measure of Skewness and Kurtosis

A3

3

A

The measure of Skewness and Kurtosis can be written as : £, =

Previously, The researcher showed that ¢@(n) < Jn

Since the numerator of coefficient of skewness is 2(#(n))” —(2n _E) >0
This means that the distribution is Negative .
Since the coefficient of kurtosis is given by
n(n+1)-3(¢(n))* +(4(n))* {3ab* +2n -2}
& (n-(@(n))?)
Since

n(n+1)-3(4(n))* +(#(n))* {3ab +2n -2} > 3(n - ((n))*)’

This means that the distribution is peaked .

3.Product Moments of Upper Record Values
The product moments of upper record values from Rayleigh with one and two

parameters based on two upper record values are considered .

Let Xuy X Rugyp-o- X“(”)and Koy K Rugg oK) be the first n and m



upper record values where m<n.

The joint distribution between two upper record values is given by

fmn(x.y):f(xu(m),xum):F(m)rtn_m)[—ma—F(x)““1%[—m(1—w)+Ina—F(x)]”””f )
9)

See (Ahsanullah 1993 )
Using Rayleigh distribution with two parameters, the previous equation can be

rewritten as the following

{00y )=c[al-b)? | 2a(x -b)[aly ~b) ~a(x -b)*| " 2a(y ~b)exp(-a(y b))
1
T T(m)C(n—m)

where

n-m-1

f o (6,) =4(@) ¢y D)X D)™ (y -b)'~( -b)* | exp-aly -b)) (10

The product moments of two upper record values is given by

:U; "y [-In(L-F(x) mllf

(y)+In@-F )] f (y )xdy

e o]

—c [ y*I(y)f (y)dy (1)

where

I(y):Txr[—In(l—F(x)]m_l T

y

See (Ahsanullah 1995 )

The product moments can be computed as follows :

SF(y)+n@-F)] " (qp

1 = E Xy X ) =C [ YT (y)dy



a(x —b)* =z

Using the substitution and binomial theory, this equation

can be rewritten as the following:

Then
% ' 1 o
)y e
0
Then

l(y):%jz”“2ir0(if)(%<b>” T b0 e e

Using the substitutiona(y —b)? =L and binomial theory

The four product moments can be computed as the following

i(i')[% ORI C AT dz]epom

j=0

}' O T U dz]

(14)

Ml
o

4. Recurrence Relations for Single Moments

The recurrence relations method can be used in simple way to compute all
the simple moments of all record values .Once again using integration by parts,
some simple recurrence relations for single moments of upper record values
can be derived as the following :

Some simple recurrence relations satisfied by single moments of upper record



values are given as the following

Txr{R(x)}n_lf (x )dx

E (X ru(n)) = F(n) -

the first moment upon integration by parts can be computed as the following

- &
—_——

UL s e __)°° e - (x)
il e e o

& — 2a(x _b)

where 1—F(X)

E(x r+1u(n)) =(r+DE(x", m) T28E (X HZ 1)~ 2abE (x (n 9)  (15)

Then by repeated applying the recurrence relation, The second moment from

the first moment also upon integration by parts can be computed as the

following

E (x ”ﬂ,(n))—r(n)jx”l [In@—F ()] f (x)dx

=ﬁ ﬁ j (~In(L-F )"t (x)x”zdx_u J n@-F ) —f (x) X

A

r+2 r+l r+3 r+2
E(X u(n)):(r+2)E( )+2aE( ) ZabE( u(n 1)) (16)
The third moment form the second moment upon integration by parts can be

computed as the following

E(x”zu(n))—r(n)jxr+2 [In@-F(x))]""f (x)dx
_LL r+3 _(_OO n-2 f(X) r+3
g (HS)_L [-In@-F(x))]" f (x)x - 3[0 n(L-F(x))] _(_F(X»x f(x)d



E (X r+3u(n)) _ (r ‘|‘3)E (X qu(n)) _|_2aE (X r+4u(n—1)) —ZabE (X r+3u(n_ )) (17)

the four moments from th third moment upon integration by parts can be found

as the following:

E (x Hs“‘”))_r(n) jx”S [-In@—F )] (x)dx

1 1 7 r+4 n-1 _1)0C 2 (X) r+4
= —4)_ij [-In@-F ()] F (x +4)£[—In(1—F(x))] _(1_F(X))x f(x)dx

E (X r+4u(n)) — (r ‘|'4)E (X r+3 )‘|‘2aE ( r+5 ) ZabE( r+4 )) (18)

5.Recurrence Relations for Product Moments

In the following, the researcher used an alternative method for calculating
product moment called as the recurrence relation under Rayleigh distribution
with two parameters

Since the general case for the product moments is given by

E(XY*)=Corn | xr[—In(l—F(x)]m_lljng())()dxI Y [-In@-F(y)+In@-F(x)]"""f (y)dy

Using integration by parts, the (r+1) product moment can be computed as the

following:

rysy_ 00 r+1i_ a m-1 f(X) _(m_l)Oc Inf1_ m-2 f(X)f (X) r+
E(x"y )_Cm,n—m(J;X (r+1)[ In(l-F(x)] — ) Jﬁ[ In(L-F(x)] F) X ")

—

; o i °° e PP
_j [Ian H(L-F ()] (y)d x[ In(L-F(y)+n(L-F (x)] (1—F(y))—(l—F(x))y ty)

1
Cm—k n—m-—k

Where, | F(m—k)I(n—m-K) " frx=0.1,2.....



Using Rayleigh distribution with two parameters , the general product moments

can be rewritten as the following :

1 (n-m-1)
E Xr S\ — E Xr+1 s+1 _ r+l s+l
( ) (r+1)(3 +1) u(m)y u(n-m) (r+1)(3 +1) u(m)y u(n—m))
2a(m -1 o . 2ab“(m -1 o
_¥E(X ’ ' ) # ( u(m—l 1u(n—m))

(r +1)(s +1) M 1 1)(s +2)

. dab(m -1)
(r+1)(s +1)

st 2a(m-1)(n-m-1)

+ E X r+2 s+l
u(n—m)) (r -I-l)(S +1) ( u(m—l)y u(n—m—l))

r+l
E (X u (m—l)y

dab(m-L)(n-m-J)
(r+1)(s+1)

S+l

u(n—m—l))

. 2ab*(m-1)(n-m-1)
(r+1(s+1)

In case of n=m+1 ,th(r+1) product moment can be rewritten as the following

E(X r+1u(m)ys+1u(n—m)):L{E(X r+2u(m—l)y u(n-m )+b E( y ) %E( ; ys un- m))}
(19)

r s+l r+l
E(X u(m—l)y u(n—m—l)) - E(X +u(m—1)y

Where
L, :%(r +1)(s +1)E (X "y *)+ 2a(m —1)

From equation above, the (r+2) product moments from th(r+1) product moment

using integration by parts can be computed as the following:

E(x"™y™)=c J “n-F )] 1féx(i) J [-n@-F(y)+In@-F )] (y)dy

this equation can be rewritten as the following :

-0

g om0 o FE00
r+2[|n1F N L ( )L[ In{L-F (x)] i X"k

Ecry )= I ) 0 ! -Fa)

¢ " | n-n-1 -m-1) ¢ n-m-2
Iy g -F i) f(y)dy_(n(st))£[_|n(1_p(y)+|n(1-F(x)] =

-0



Using Rayleigh distribution with two parameters, the general product moment
can be rewritten as the following:

1 (n-m-1)
E Xr+1 s+l — E Xr+2 S+2 _
Y ) (r+2)s+2) E Y o) (r+2)(s +2)

§+2

2
E (X " u(m)y u(n—m))

2ab*(m 1)
(r+2)(s+2)

_2a(m-1)
(r+2)(s+2)

+ 4ah (m _1) E (X r+2 y $+2 )-l- Za(m _1)(n —Mm _1)
(r+2)(s+2) Hm7ulem) (r+2)(s+2)

+ zabz(m _1)(n - _1) E (X r+1u(mil)y s+2u(n7m71)) _ 4ab(m _1)(n —M _1) E (X r+2 $+2

(r+2)(s+2) (r+2)(s+2) vmyY uoony)
Then, th(r+2) product moment can be rewritten as the following :

E(X r+2u(m)ys+2u(n_m)):LZ[E(X r+3u(m—1)yS u(n-m) )+b E( " ys+2U(n—m))_ﬂjE (X r+2u(m—l)ys+2u(n—m))}
(20)

3 2 1
E(X rJru(m—l)yS+ u(n—m))_ E(X rJru(m—l)y u(n- m))

S+2

3
E (X " u(m—l)y u(n—m—l))

Where
L, = %(r +2)(s +2)E (x "y *™)+2a(m —1)

from the previous equation, th(r+3) product moment can be computed as the
following:

i FX)
-F(x)

£y )=ty [ X [-N-F ()] o [y [-In(L=F (y)+n-F )] " F (v )dy

then

()=t j

[ 03 n-m-1 (n -M —1) t N-m-2 f (y )f (X)
([ v [ml F(y)+In-F O] F (y)dy - o lpma-F@)+ma-Faﬂ CF0)-LF

Using Rayleigh distribution with two parameters, this equation can be rewritten



as the following:

E(X r+2ys+2): 1 E(X r+3 $+3 (n_m _1) E Xr+3 $+3

(F+3)(S+3) u(m)y u(n—m)) (r+3)(s+3) u(m)y u(n—m))

Za(m _1) r+4 s+3 2ab2(m _1) r+2 s+3
. 4ab(m -1) 2a(m-1(n-m-1)
(r+3)(s+3) (r+3)(s+3)

r+3 S+3 5+3
E(X u(m—l)y u(n—m))+

4
E (X " u(m—l)y u(n—m—l))

+ 2a8h (m _1)(n —M _1) E (X r+2u(m_1)y s+3u(n_m_1))_ 4ab (m _1)(n —-Mm _1) E( r+3
(r+3)(s +3) (r+3)(s+3)

th (r+3) product moment can be constracted as the following :

E(Xr+3u(m)ys+3u(n—m)):Ls{E(X r+4u(m-1)yS u(n- m)+b E( " ys+3u(n-m))_%E(X r+3u(m—l)ys+3u(n-m))}
(21)

—1)y (n- m—1))

Where
L, =%(r +3)(s +3)E (x "?y **?) +2a(m —1)

also th (r+4) product moment can be constracted as the following:

E(Xy ) =C, [ X ”3[—In(l—F(X)]m_lljl(ix(z()dx Tys”[-'n(l—F(y)+In(l—F(X)]”'m'lf (¥

-0 =00

Then

0 0

143,543y _ r+4 _ m2 f X)f (X) v I+
EX™,y )_Cm‘”'m(.[o i [Inl F(x " ) g J,[ In(1- F-Fi] %)
fy)f

; s+4i_ _ _ n-m-1 _( n-m-2 (y () s+
Iy (M)[ In(-F(y)+mfL-F)] ™ (y)y w j[mlF )+Inl-F(x)] R0 i)

Using Rayleigh distribution with two parameters, this equation can be rewritten

-0

as the following



1 (n-m-J)
E Xr+3 543 — E Xr+4 s+4 _ E Xr+4 s+4
( y ) (r +4)(S +4) ( u(m)y u(n—m)) (r +4)(S +4) ( u(m)y u(n—m))
2a(m -1 r+ s+ zabz m-1 r+ S+
- ( ) E(X 5u(m—1)y 4u(n—m))_ ( ) E (X 3u(m—1)y 4u(n—m))
(r+4)(s +4) (r+4)(s +4)
dab(m -1 . o 2a(m-)(n-m-1 o o
+¥E (X 4u(m—1)y 4u(n—m))+ ( )( ) E (X 5u(m—)y 4u(n—m—l))
(r+4)(s+4) (r+4)(s +4)

2ab*(m-Y(n-m-1) _ .,
g e

)- dab(m-1)(n-m-1)
Hnm) (r+4)(s +4)

S+4

r+4 S+4
E(X u(m—l)y u(n—m—l))

Finally, th (r+4) product moment between two upper record values can be

rewritten as the following

E(X Mu(m)y S+4u(n—m)) - |‘4 [E (X Hsu(m—l)y S+4u (n—m))_(n - _l)E (X Hsu(m—l)y S+4u (n—m—l))+b2E (X r+3u(m—1)y S+4u (n—m))}
(22)

Where

L, =%(r +4)(s +A)E (x "y **)+ 2a(m -1

6. Conclusions

In this paper the following points are discussed

1- Single and product moments of upper record values from Rayleigh
distribution with two parameters using recurrence relations method .

2- The recurrence relations for single and product moments from two
parameters Rayleigh distribution

3- The coefficient of skewness and Kurtosis .
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