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Abstract-Social web has been the lead of data in recent years. The data on social 

web simulates the customer reviews, comments, and opinions of people about 

products, opinion, events, etc. The automatic mining technique that is used to 

gather and analyze text and classify it into positive, negative and neutral is called 

Sentimental analysis using Natural language processing. The main objective of this 

paper is to give explain insights on SA algorithms and techniques.  
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I. Introduction 

Nowadays opinions are a very important part of our lives, where the opinion is 

an essential part of analyzing user behaviour. Sentiments can be recognized as 

emotions, or as judgments, opinions or ideas prompted or colored by emotions 

or susceptibility or feelings [1]. In Computational Linguistics, the focus is on 

opinions and sentiments rather than on feelings. There are two types of textual 

information: facts and opinions information. While the facts are objective 

expressions about objects, features, entities, events and their characteristics, 

opinions are ordinarily subjective expressions that identify people‟s 

sentiments, views or feelings toward objects, entities, events and their 

characteristics [2]. 

Sentiment analysis (also called: sentiment mining, sentiment classification, 

opinion mining, subjectivity analysis, review mining or appraisal extraction, 

and in some cases polarity classification) can deal with the computational 

handling of subjective, sentiment, and opinion in the text [2]. It plans to 

realize the attitude or opinion of a writer with respect to a certain topic or 

goal. The attitude could reflect his/her opinion and evaluation, his/her 

effective situation (what are the feelings of the writer at the time of 

recording the opinion) or the purpose emotional communication (What is 

the effect which is situated on the reader when reading the opinion of the 

writer). Moreover, it should be noted that in this context „subjective‟ does 

not mean that something is not true [3]. 

 

I.1Sentiment Analysis (SA) & Natural Language 
processing (NLP): 

 

Sentiment analysis, opinion mining and subjectivity analysis are interrelated 

areas of research which use various techniques taken from Natural 

Language Processing (NLP), Information Retrieval (IR), structured and 

unstructured Data Mining (DM). Major part of data available worldwide, 

being unstructured (such as text, speech, audio, video etc.), poses important 

research challenges. To deal with such unstructured text data, traditional 
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methods of NLP i.e. information retrieval and information extraction came 

into existence [5]. In order to get a sense of the extracted text, numerous 

research efforts have been witnessed in recent years leading to automated 

SA, an extended NLP area of research [6]. Sentiment analysis is not a single 

problem; instead it is a multi-faceted problem [7]. Various steps are needed 

to perform opinion mining from given texts, since texts for opinion mining 

is coming from several resources in diverse format. Data acquisition and 

data preprocessing are most common subtasks required for text mining and 

SA.  

 

I.2Generic sentimental analysis system: 

 

The general architecture of a generic sentiment analysis system is shown in 

Figure (1) and is organized as follows: 

1. The input to the system is a corpus of documents in any format (PDF, 

HTML, XML, and Word, among others). 

2. The documents in this corpus are converted to text and are pre-
processed using a variety of linguistic tools such as stemming, 
tokenization, part of speech tagging, entity extraction, and relation 
extraction.  
3. The system may also utilize a set of lexicons and linguistic resources. 

   

        Figure 1: Architecture for generic sentimental analysis 

The main component of the system is the document analysis module, which utilizes the 

linguistic resources to annotate the pre-processed documents with sentiment 

annotations.  
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The annotations may be attached to whole documents (for document-based 

sentiment), to individual sentences (for sentence based sentiment) or to 

specific aspects of entities (for aspect-based sentiment). These annotations 

are the output of the system and they may be presented to the user using a 

variety of visualization tools [8].The paper is organized as follows. In section 

II-Literature review, In section III-Analysis and Discussion, In section IV-

Conclusion. 

 

II. Literature review 

II.1High level classification 

The task of Sentiment Analysis can be broadly classified into three levels: 

document level, sentence level, and feature based approaches (aspect level). 

[9] 

 

   II.1.1Document level Sentiment Analysis 

Classification of the overall sentiment of a document is based on the overall 

sentiment of the opinion holder. This problem is basically a text classification 

problem. Here in general it is assumed that the document is written by a single 

person and expresses opinion about a single entity. One of the major challenges 

in the document level classification is that the entire sentence in a document 

may not be relevant in expressing the opinion about an entity. Therefore 

subjectivity/objectivity classification is very important in this type of 

classification. The irrelevant sentences must be eliminated from the processing 

works. Both supervised and unsupervised learning methods can be used for the 

document level classification. Any supervised learning algorithm like nave 

Bayes classifier, Support Vector Machine, or Maximum Entropy etc. can be 

used to train the system. For training and testing data, the reviewer rating (in the 

form of 1-5 stars), can be used. The features that can be used for the machine 

learning are term frequency, adjectives from Part of speech tagging, Opinion 

words and phrases, negations, dependencies etc. Labeling the polarities of the 

document manually is time consuming and hence the user rating available can 

be made use of. The unsupervised learning can be done by extracting the 

opinion words inside a document. The point-wise mutual information can be 

made use of to find the semantics of the extracted words. Thus the document 

level sentiment classification has its own advantages and disadvantages. 

Advantage is that we get an overall polarity of opinion text about a particular 

entity from a document. Disadvantage is that the different emotions about 
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different features of an entity could not be extracted separately. [11] 

 

II.1,2 Sentence level Sentiment Analysis 

Here polarity of each contributing sentence is derived. Again, here the assumption 

is that each sentence is written by a single person and expresses a single 

positive or negative opinion/sentiment. Sometimes Document-level sentiment 

classification is too coarse for our purpose. One of these reasons can be, the size 

of the document is too large or a more granular level of sentiments needs to be 

derived. A lot of early work in the region of sentence level analysis focuses on 

identifying subjective sentences. Most techniques use supervised learning. This 

can be divided into two tasks: first identify which sentence old opinion 

(subjective sentences) and then classify each sentence as positive/negative or 

the star rating. But there will be complex sentences also in the opinionated text. 

In such cases, sentence level sentiment classification is not desirable. Knowing 

that a sentence is positive or negative is of lesser use than knowing the polarity 

of a particular feature of a product. The advantage of sentence level analysis lies 

in the subjectivity/ objectivity classification. Some challenges in this approach 

could be: many objective sentences can imply sentiments or many subjective 

sentences do not express positive or negative sentiments/opinions. A single 

sentence may contain multiple opinions and subjective and factual clauses. [11] 

II.1.3 Feature based or Aspect level Sentiment Analysis 

It is a more granular approach that gives some extra information. For example; 

Sentiment classification at both the document and sentence (or clause) levels are 

useful, but they do not find what people liked and disliked. The product or the 

review they do not identify the targets of opinions. Much of the research is 

based on online reviews and blog related data, In the case of reviews, where the 

entity (product or service) is known. It‟s an easier problem. But for blogs, 

forum discussions, etc., it is much harder because the entity is unknown there 

may be many comparisons, and there is also a lot of irrelevant information. This 

problem is somewhat similar to the problem of Named Entity Resolution. 

Another interesting approach to solve sentiment analysis was presented in [10] 

by exploiting concept chains to build a graph model of a text. The model used 

Part of speech tagging to extract graph relations and performed graph based 

queries to get the overall sentiment of the text. [11] 
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II.2 Different categories, sub- approaches for Sentiment Classification 

techniques 

₋  Sentiment Classification techniques can be roughly divided into 
machine learning approach, lexicon based approach and hybrid approach 
as shown in Table (1) [26].  

Table (1) 
 

Sentiment 
approaches 

classification Features/techniques Advantages and 
limitations 

Machine 
learning 
(ML) 
 

₋  Supervised: 
 Bayesian 
 Naïve Bayes 

classification 
 Maximum 

entropy 
 Neural Network 
 Support Vector 

Machine 
 Decision tree 

classifier 
₋  Unsupervised 

 Term presence 
and frequency 

 Part of speech 
information 

 Opinion words 
and phrases 

₋  Advantages: 
 Create & 

adapt trained 
models for 
specific 
proposes 

₋  Limitations: 
 Irrelevance to 

new data 
because there 
must be 
labeled data  
that could be 
costly 

Lexicon 
based 

 Dictionary Based 
Corpus based 
(Statistic or 
semantic) 

 Dictionary 
Based Corpus 
based Manual 

₋  Advantage: 
 Cover a wider 

set of words 
₋  Limitations: 
 Fixed 

sentiment 
orientation 
and score of 
words 

Hybrid  Machine learning 
lexicon based 

 Sentiment 
lexicon 
constructed 
using public 
resource 

 Sentiment 
words as 
features in ML 
method 

₋  Advantage: 
 Detection and 

measurement 
of sentiment 
and its less 
sensitive to 
change in topic 
domain 

₋  Limitations: 
 Noisy reviews 
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II.2.1 Machine learning approach 

Machine learning approach relies on the famous ML algorithms to solve the SA as 

a regular text classification problem that makes use of syntactic and/or 

linguistic features. 

Text Classification Problem Definition: We have a set of training records D = {X1, 

X2, Xn} where each record is labeled to a class. The classification model is 

related to the features in the underlying record to one of the class labels. Then 

for a given instance of unknown class, the model is used to predict a class 

label for it. The hard classification problem is when only one label is assigned 

to an instance. The soft classification problem is when a probabilistic value of 

labels is assigned to an instance. [27] 

II.2.1.1Supervised learning 

The supervised learning methods depend on the existence of labeled training 

documents. There are many kinds of supervised classifiers in literature. In the 

next subsections, we present in brief details some of the most frequently used 

classifiers in SA. [27] 

1- Naive Bayes Classifier (NB) 

The Naive Bayes classifier is the simplest and most commonly used classifier. 

Naive Bayes classification model computes the posterior probability of a 

class, based on the distribution of the words in the document. The model 

works with the BOWs feature extraction which ignores the position of the 

word in the document. It uses Bayes Theorem to predict the probability that a 

given feature set belongs to a particular label as shown in equation (1). 

(1) 

P (features) is the prior probability that a given feature set is occurred. Given the 

Naı¨ ve assumption which states that all features are independent, the 

equation could be rewritten as shown in equation (2). 

     (2) 

An improved NB classifier was proposed by Kang and Yoo [12] to solve the 

problem of the tendency for the positive classification accuracy to appear up 

to approximately 10% higher than the negative classification accuracy. [27]  
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2- Maximum Entropy Classifier (ME). 

 The Maxent Classifier (known as a conditional exponential classifier) 

converts labeled feature sets to vectors using encoding. This encoded vector 

is then used to calculate weights for each feature that can then be combined 

to determine the most likely label for a feature set. This classifier is 

parameterized by a set of X {weights}, which is used to combine the joint 

features that are generated from a feature-set by an X {encoding}. In 

particular, the encoding maps each C{(featureset, label)} pair to a vector. 

The probability of each label is then computed using equation (3). 

 

(3) 

ME classifier was used by Kaufmann [13] to detect parallel sentences 

between any language pairs with small amounts of training data. 

3- Support Vector Machines Classifiers (SVM).  

The main principle of SVMs is to determine linear separators in the search 

space which can best separate the different classes.  

Text data are ideally suited for SVM classification becauseof the sparse 

nature of text, in which few features are irrelevant,but they tend to be 

correlated with one another andgenerally organized into linearly separable 

categories [15]. 

SVMs are used in many applications, among these applications are 

classifying reviews according to their quality. Chen and Tseng [16] have 

used two multiclass SVM- based approaches. [27] 

SVMs were used by Li and Li [17] as a sentiment polarity classifier. Unlike 

the binary classification problem, they argued that opinion subjectivity and 

expresser credibility should also be taken into consideration. They proposed 

a framework that provides a compact numeric summarization of opinions on 

micro-blogs platforms. They identified and extracted the topics mentioned 

in the opinions associated with the queries of users, and then classified the 

opinions using SVM. They worked on Twitter posts for their experiment. 

They found out that the consideration of user credibility and opinion 

subjectivity is essential for aggregating micro-blog opinions. They proved 

that their mechanism can effectively discover market intelligence (MI) for 
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supporting decision-makers by establishing a monitoring system to track 

external opinions on different aspects of a business in real time. [27] 

4- Neural Network (NN).  

Neural Network consists of many neurons where the neuron is its basic unit. The 

inputs to the neurons are denoted by the vector over line Xi which is the word 

frequencies in the i
th
 document. There are a set of weights A which are 

associated with each neuron used in order to compute a function of its inputs 

f (_). The linear function of the neural network is: pi ¼ A _ Xi. In a binary 

classification problem, it is assumed that the class label of Xi is denoted by yi 

and the sign of the predicted function pi yields the class label. [27] 

Multilayer neural networks are used for non-linear boundaries. These multiple 

layers are used to induce multiple piecewise linear boundaries, which are 

used to approximate enclosed regions belonging to a particular class. The 

outputs of the neurons in the earlier layers feed into the neurons in the later 

layers. The training process is more complex because the errors need to be 

back-propagated over different layers. There are implementations of NNs for 

text data which are found in [18, 19]. 

5- Decision tree classifiers. 

 Decision tree classifier provides a hierarchical decomposition of the training data 

space in which a condition on the attribute value is used to divide the data 

[20]. The condition or predicate is the presence or absence of one or more 

words. The division of the data space is done recursively until the leaf nodes 

contain certain minimum numbers of records which are used for the purpose 

of classification. [27] 

 

II.2.1.2 The unsupervised approach 

The unsupervised approach was used too by Xianghua and Guo [23] to 

automatically discover the aspects discussed in Chinese social reviews and 

also the sentiments expressed in different aspects. They used LDA model to 

discover multi-aspect global topics of social reviews, then they extracted the 

local topic and associated sentiment based on a sliding window context over 

the review text. They worked on social reviews that were extracted from a 

blog data set (2000-SINA) and a lexicon (300-SINA Hownet). They showed 

that their approach obtained good topic partitioning results and helped to 

improve SA accuracy. It helped too to discover multi-aspect fine-grained 

topics and associated sentiment. [27] There are other unsupervised 
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approaches that depend on semantic orientation using PMI [24] or lexical 

association using PMI, semantic spaces, and distributional similarity to 

measure the similarity between words and polarity prototypes [25]. 

1- Lexicon-based approach 

Opinion words are employed in many sentiment classification tasks. 

Positive opinion words are used to express some desired states, while 

negative opinion words are used to express some undesired states. There are 

also opinion phrases and idioms which together are called opinion lexicon. 

There are three main approaches in order to compile or collect the opinion 

word list. 

Manual approach is very time consuming and it is not used alone. It is usually 

combined with the other two automated approaches as a final check to avoid 

the mistakes that resulted from automated methods. The two automated 

approaches are presented in the following subsections. [27] 

2- Dictionary-based approach 

[28, 29] presented the main strategy of the dictionary-based approach. A 

small set of opinion words is collected manually with known orientations. 

Then, this set is grown by searching in the well-known corpora WordNet 

[30] or thesaurus [31] for their synonyms and antonyms. The newly found 

words are added to the seed list then the next iteration starts. The iterative 

process stops when no new words are found. After the process is completed, 

manual inspection can be carried out to remove or correct errors. 

The dictionary based approach has a major disadvantage which is the 

inability to find opinion words with domain and context specific 

orientations. Qiu and He [34] used dictionary- based approach to identify 

sentiment sentences in contextual advertising. They proposed an advertising 

strategy to improve ad relevance and user experience. They used syntactic 

parsing and sentiment dictionary and proposed a rule based approach to 

tackle topic word extraction and consumers‟ attitude identification in 

advertising keyword extraction. [27] 

3- Corpus-based approach 

The Corpus-based approach helps to solve the problem of finding opinion 

words with context specific orientations. Its methods depend on syntactic 

patterns or patterns that occur together along with a seed list of opinion 
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words to find other opinion words in a large corpus. One of these methods 

was represented by Hatzivassiloglou and McKeown [32].  

The Conditional Random Fields (CRFs) method [33] was used as a sequence 

learning technique for extracting opinion expressions. It was used too by 

Jiaoa and Zhoua [23] in order to discriminate sentiment polarity by multi-

string pattern matching algorithm. Their algorithm was applied on Chinese 

online reviews. [27] 

III. Analysis and Discussion 

Table (2) summarize all proposed techniques, dataset used, problems that system 

solve, evaluation and limitation. [38, 42] 

Table (2) 

Title Issues 
Addressed 

Proposed 
Technique 

Dataset 
used 

Accuracy Limitations 

Ke Wang and 
Xiaojun Wan 
(2018) 
[38] 
 

predict 
recommend
ations/decis
ions & 
polarity 
shift   

Neural 
network 
model with a 
novel abstract 
based 
attention 
mechanism 

ICLR 
(scholarl
y papers) 

Voting(3 
classes)=8
1.69 
Confidenc
e based 
average(3 
classes)=6
9.02 

Not suitable 
for all 
domains 

Chen Y, 
Zhang Z 
(2018) [39] 

Improves 
accuracy 
text SA 

CNN 
combined 
with SVM 

NLPCC2
014 

Precision(
+)=0.89 
Precision(-
)=0.886 

Only for 
Chinese 

SM Shuhidan, 
S R Hamidi et 
al.(2018)[40] 

polarity 
shift   

Opinion 
lexicon based 
and naïve 
Bayes 
algorithm 

Malaysia 
financial 
headlines 
news 

No 
accuracy 
mentioned 

 

 I. El Alaoui, 
Y. Gahi,et 
al.(2018)[41] 

polarity 
shift   

lexicon based 
approach is an 
unsupervised 
learning 
method  

Tweet(20
16 US 
election) 

Mean 
accuracy=
90% 

Limited to 
twitter data  

Han, Y., Liu, 
Y. , Jin, 
Z(2019)[42] 

 improving 
the 
accuracy by 
extending 
the labeled 
data 

 semi-
supervised 
model based 
on dynamic 
threshold and 
multi-
classifier 

Large 
Movie 
Review 
Dataset 
v1.0 

F 
measure(1
000 
labeled 
training 
data 
number)= 
82.69 

Limited 
base learner 
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IV. Conclusion 

Sentiment analysis (or) opinion mining plays a significant role in business decision 

making. Many of the organizations and enterprises will take their business 

decision only based on their customer review. There are several techniques 

for performing sentiment analysis. After going through all of these papers, 

there were no interest in other language other than English and Chinese cause 

of lack of resource and researches concerning other languages, A future 

challenge in applying sentimental analysis on social media data and apply 

deep learning algorithm on aspect based more and working more on 

generating dynamic labeled data to improve the performance. 
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