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algorithms. C4.5 algorithm with the highest number of 218 
classified instances and REPTree algorithm with greatest 
number of incorrectly classified instances 18. REPTree 18 
incorrect instances are highest as compared to number 
of incorrectly classified instances of other three studied 
algorithms.
Fig. 11 Number of Classified Instances for breast cancer 
Evaluation Data Set
From the Table 3 and fig. 11 it is evident that from breast 
cancer evaluation dataset C4.5 has the highest number of 
correctly classified instances followed by RandomTree 
algorithm. All the two algorithms perform well in classifying 
the instances. RandomTree algorithm shows average 
performance. Whereas SimpleCart and REPTree algorithm 
have the lowest performance in terms of correctly 
classification of instances.
1. CONCLUSION
Breast cancer is a fatal disease. Breast cancer represents 
a major threat to female. Detection of breast cancer is 
challenging for the doctors till now. Even now the reason 
and complete treatment of breast cancer is not invented. 
If the breast cancer is detected early it may be curable. In 
this work we developed a system called data mining based 
BCPS. The main goal of this system is to provide early 
warning to female, and it is also free and not time consuming. 
There are three specific breast cancer risks which are low, 
intermediate and high risk. Breast cancer prediction system 
can estimate the risk of breast cancer by examination of a 
number of user-provided genetic and non-genetic factors. 
This system compares its predicted results with the patient’s 
previous medical records and then it’s analyzed by using 
WEKA system. This system is a mobile application over the 
internet so the female can use it easily and check her risk 
and take appropriate action based on her risk status.
Based on this analysis, we can confirm that the best 
algorithm is C4.5 because it gave us the highest accuracy 
(95.61%) and gave the lowest incorrectly (4.38%) compared 
with RandomTree, REPTree and SimpleCart.
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Machine Learning in 2019:
Getting it Right from the Cloud to the Edge

Machine learning and artificial intelligence will be front
and center in all business processes

As machine learning (ML) and artificial intelligence become more 
pervasive, data logistics will be critical to your success.

In Machine Learning Logistics: Model Management in the 
Real World (O’Reilly, 2017), the authors note that 90 percent 
of the effort required for success in machine learning is not 
the algorithm, model, framework, or the learning itself. It’s 
the data logistics. Perhaps less exciting than these other 
aspects of ML, it’s the data logistics that drive efficiency, 
continuous learning, and success. Without data logistics, 
your ability to continue to refine and scale are severely lim-
ited.
Good data logistics does more than drive efficiency. It is 
fundamental to lower costs no w and improved agility in 
the future. As ML and AI continue to evolve and expand into 
more business processes, enterprises must not allow early 
successes to turn into limitations or problems long-term. 
In a paper by Google researchers (Machine Learning: The 
High Interest Credit Card of Technical Debt), the authors 
point out that although it is easy to spin up ML-based ap-
plications, the effort can result in costly data dependencies. 
Good data logistics can mitigate the difficulty in dealing 
with these complex data dependencies to avoid hampering 
agility in the future. Using a proper foundation like thit can 
also ease deployment and management as well as allow the 
evolution of these applications in ways that are impossible 
to foresee precisely today.

In 2019, we’ll see a shift from complex, data-science-heavy 
deployments to a proliferation of initiatives that can be best 
described as KISS (Keep It Simple to Start). Domain experi-
ence and data will be the drivers of AI processes that will 
evolve and improve as experience grows. This approach 
will offer another advantage: it also improves the productiv-
ity of existing personnel as well as expensive, hard-to-find, 
-hire, and -retain data scientists.
This approach also eliminates the concern over picking 
“just the right tools.” It is a fact of life that we need multiple 
tools for AI. Building around AI the right way allows con-
tinuous adjustment to take advantage of new AI tools and 
algorithms as they appear. Don’t worry about performance, 
either (including that of applications that must stream data 
in real time) because there are continual advances on that 
front. For example, NVIDIA recently announced RAPIDS, 
an open source data science initiative that leverages GPU-
based processes to make the development and training of 
models both easier and faster.
Multi-Cloud Deployments Will Become More Commonly as 
a Way to Prevent Lock-In
As organizations expand their use of ML and AI across 
multiple lines of business, they will need to access the full 
range of data sources, types, and structures on any cloud 
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The State of AI in South Africa

As part of the ongoing process of rebuilding after de-
cades of political unrest and economic uncertainty, 
companies across South Africa are engaged in the de-
velopment of a nascent artificial intelligence (AI) sector. 
So, what have been some of the most recent develop-
ments in the AI sector in the country? What is the long-
term potential for South Africa to emerge as a global 
center of expertise in AI development?  What strengths 
and weaknesses does the country currently possess 
in this area? And how best might IT professionals con-
tribute to the ongoing development of the country as a 
global hub? 
Growing sector
In recent years, a growing number of AI companies have 
emerged in South Africa - and there are signs that the 
country is gradually building up a solid base of exper-
tise in the technology.  One interesting example is Cape 
Town-based AI Software and Solutions company Cortex 
Logic, which works across a range of industry sectors 
to augment and automate legacy processes, ultimately 
transforming them into intelligent systems via its AI En-
gine.  As Jacques Ludik, Founder and Managing Director 
at the company, and also Former Former President of the 
Machine Intelligence Institute of Africa (MIIA), explains, 
the Engine works by solving ‘strategic and operationally 
relevant problems by unlocking the value offered by the 
fourth industrial revolution and mobilizing data science, 
Internet of Things (IoT), Big Data and analytics’.
Another example is AI start-up DataProphet, a machine 
learning-based solution that analyses and interprets a 
company’s data using a prescriptive AI system - and en-
ables production teams to eliminate defects and scrap, 
and minimize downtime by prescribing the optimal pa-
rameter control limits and set points.  

while avoiding the creation of data silos. Achieving this out-
come will result in deployments that go beyond a data lake, 
and 2019 will mark the increased proliferation of global data 
platforms that can span data types and locations.
Organizations will move to deploy a commonly data plat-
form to synchronize and drive converge of (and optionally 
preserve) all data across all deployments, and through a 
global namespace provide a view into all data, wherever it 
is. A commonly data platform across multiple clouds will 
also make it easier to experiment with different services for 
a variety of ML and AI needs.
To be sufficiently agile for whatever the future might hold, 
the data platform will need to support the full array of dispa-
rate data types, including files, objects, tables, and events. 
The platform must make input and output data available to 
any application anywhere. Such agility will make it possible 
to fully leverage the global resources available in a multi-
cloud environment, thereby empowering organizations to 
achieve the cloud’s full potential to optimize performance, 
cost, and compliance requirements.
Analytics at the Edge Will Become Strategically Important
As the Internet of Things (IoT) continues to expand and 
evolve, the ability to unite edge, on-premises, and cloud 
processing atop a commonly, global data platform will be-
come a strategic imperative.
A distributed ML/AI architecture capable of coordinating 
data collection and processing at the IoT edge eliminates 
the need to send massive volumes of data over the WAN. 
This ability to filter, aggregate, and analyze data at the edge 
also facilitates faster, more efficient processing and can re-
sult in better local decision making.
Organizations will strive to have a commonly data platform 
-- from the cloud core to the enterprise edge -- with consis-
tent data management to ensure the integrity and security 
of all data. The data platform chosen for the cloud core will, 
thereforee, be sufficiently extensible and scalable to ad-
dress the complexities associated with distributed process-
ing at a diffuse and dynamic edge. Enterprises will place 
a premium on a “lightweight” yet capable and compatible 
version appropriate for the compute power available at the 
edge, especially for applications that must deliver results 
in real-time.
A Final Word
In the next year we will see an increased focus for AI and 
ML. Enterprises will keep it simple to start, avoid dependen-
cies with a multicloud global data platform, and empower 
the IoT edge so ML/AI initiatives deliver more value to the 
business in 2019 and well into the future

Enterprises need to make data governance a key 
part of their strategy in order to promote modern 
data-driven practices.
In a recent webinar, “Strategies for Aligning Gover-
nance with Self-Service Analytics,” David Stodder, 
senior director of research for BI at TDWI, noted 
that many enterprises want to be data-driven, and in 
order to reach this goal, many types of users must 
have access to high-quality data.
“The big trend we see in our research is that orga-
nizations are trying to become more data-driven -- 
that is, to use data, analyze it, visualize it, and make 
the data a greater part of decision-making,” Stodder 
explained. Data-driven decisions need to be made at 
all levels -- not just at executive levels but by line-
of-business managers and even frontline workers. 
Unfortunately, he says, in many organizations deci-
sions and actions across the enterprise are based 
on “uninformed, gut-feel assumptions.”
By becoming data-driven, organizations hope to re-
duce errors and the number of bad decisions being 

How Data Governance Supports
the Data-Driven Enterprise

made, and to do that they need good data quality 
-- they need trusted data; they need sensitive data 
to be protected.
At the same time, enterprises want to empower 
more personnel to discover and share data insights, 
and the cloud has accelerated the expansion of BI 
and analytics to more users. This increase in self-
service analytics, however, means enterprises must 
find a good balance between giving users freedom 
and providing the right oversight and governance.
Becoming Data-Driven
How are organizations doing in their quest to be da-
ta-driven? Stodder says just under a third of respon-
dents to a recent TDWI survey say they’re close to 
being data-driven, but about 40 percent say they’re 
not close -- “they’re not really feeling good about 
where they are.” (About a third -- about 29 percent 
-- are somewhere in the middle.)
“There’s definitely work to be done in all organiza-
tions to become more data-driven, and I would say 
that a lot of the sticking points are around provid-
ing trusted data and governing the data,” he pointed 
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