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What happens when you feed biased training data to a 
machine is predictable: biased results. Bias in AI systems 
often stems from inherent human bias. When technolo-
gists build systems around their own experience -- even 
when Silicon Valley has a notable diversity problem -- or 
when they use training data that has had human bias in-
volved historically, the data tends to reflect the lack of 
diversity or systemic bias.

Some of these AI technologies can have ethical implica-
tions. 

Because of this, systems inherit this bias and start to 
erode the trust of users. Companies are starting to realize 
that if they plan to gain adoption of their AI systems and 
realize ROI, those AI systems must be trustworthy. With-
out trust, they won’t be used, and then the AI investment 
will be a waste.

Companies are combating inherent data bias by im-
plementing programs to not only broaden the diversity 
of their data sets, but also the diversity of their teams. 
More diversity on teams enables a diverse group of 
people to feed systems different data points from which 
to learn. Organizations like AI4ALL are helping enter-
prises meet both of these anti-bias goals.

More human-like bots raise stakes for ethical AI use

At Google’s I/O event earlier this month, the compa-
ny demoed Google Duplex, an experimental Google 
voice assistant that was shown via a prerecorded in-
teraction of the system placing a phone call to a hair 
salon on a human agent’s behalf. The system did a 
reasonable enough job impersonating a human, even 
adding umms and mm-hmms, that the human on the 
other side was suitably fooled into thinking she was 
talking to another human.

This demo raised a number of significant and legitimate 
ethical issues of AI use. Why did the Duplex system try 
to fake being human? Why didn’t it just identity itself as a 
bot upfront? Is it OK to fool humans into thinking they’re 
talking to other humans?

Putting bots like this out into the real world where they 
pretend to be human, or even pretend to take over the 
identity of an actual human, can be a big problem. Hu-
mans don’t like being fooled. There’s already significant 
erosion in trust in online systems with people starting to 
not believe what they read, see or hear.

With bots like Duplex on the loose, people will soon stop 
believing anyone or anything they interact with via phone. 
People want to know who they are talking to. They seem 
to be fine with talking to humans or bots as long as the 
other party truthfully identifies itself.

Ethical AI is needed for broad AI adoption

Many in the industry are pursuing the creation of a code 
of ethics for bots to address potential issues, malicious 
or benign, that could arise, and to help us address them 
now before it’s too late. This code of ethics wouldn’t just 
address legitimate uses of bot technology, but also inten-
tionally malicious uses of voice bots.

instructing the tool to ask a parent to pick up their sick 
child at school in order to get them out of their house so 
a criminal can come in while they aren’t home and rob 
them. Bot calls from competing restaurants could make 
fake reservations, preventing actual customers from get-
ting tables.

Also concerning are information disclosure issues and 
laws that are not up to date to deal with voice bots. For 
example, does it violate HIPAA laws for bots to call your 
doctor’s office to make an appointment and ask for medi-
cal information over the phone?

Forward-thinking companies see the need to create 
AI systems that address ethics and bias issues, and are 
taking active measures now. These enterprises have 
learned from previous cybersecurity issues that address-
ing trust-related concerns as an afterthought comes at a 
significant risk. As such, they are investing time and effort 
to address ethics concerns now before trust in AI sys-
tems is eroded to the point of no return. Other businesses 
should do so, too.
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These respondents represented the 67th percentile of 
all participants who provided details of their success. 
That is, participants who achieved these goals were 
more successful than two-thirds of all other partici-
pants. We selected the 67th percentile -- as opposed 
to, say, the 90th percentile or the 75th percentile -- 
based on natural breakpoints in the data. There was a 
clear cluster of data points in the top third.

But that’s not the interesting part.

What’s interesting is what these successful compa-
nies did differently from less successful organizations. 
Nemertes compiled these results into an IoT maturity 
model that companies can use as their roadmap to 
success )see figure(.

The maturity model comprises four levels: unprepared 
-- the organization lacks tools and processes to ad-
dress the IoT initiative; reactive -- the organization has 
platforms and processes to respond to but not proac-
tively address the issue; proactive -- the organization 
has the tools and processes to proactively deliver on 
the issue as it is currently understood; and anticipatory 
-- the organization has the tools, processes and people 
to handle future requirements.

The third of organizations in the survey with suc-
cessful IoT deployments were likely to be at Level 2 or 
Level 3 IoT maturity, and in a couple of areas -- namely 
executive sponsorship, budgeting and architecture -- 
successful organizations far outshone organizations 
that were less successful.

the initiative. This could be a business or technology 
leader, such as the head of innovation, CTO or head of 
operations.

In addition, key IoT team members include the IoT 
architect, IoT security architect, IoT network architect 
and IoT integration architect. Most large organizations 

have different architects that encompass these respon-
sibilities, though their job titles may not reflect it.

For instance, an IoT cybersecurity architect may have the 
title of cybersecurity architect, but over a year or two, her 
job functions may morph from mostly security with some 
IoT to mostly IoT security with some other cybersecurity. It 
all depends on whose responsibility the IoT portion is.

Speaking of IoT teams, the research interestingly 
found an IoT business strategist and an IoT analyt-
ics architect were often not included in planning pro-
cesses. The IoT business strategist and IoT analytics 
architect likely don’t show up as success characteris-
tics because most organizations have someone who 
can handle business strategy or analytics, and the IoT 
element isn’t as strong of a differentiator as it is with a 
security architect, for example.

In other words, business strategy architects and ana-
lytics architects are two roles that make IoT more simi-
lar to other business strategy or analytics issues and 
wouldn’t require a specialized role or responsibility, 
per se.

The research also mentioned that successful orga-
nizations stand out because they have both a stan-
dardized IoT architecture and customized versions for 
specific IoT projects. They also budget for IoT both cen-
trally and by business unit.

To sum up: If you’re looking to be successful in your 
IoT initiatives, you should take the following steps:

• Don’t start an IoT initiative until you have a 
committed, visionary leader at either the business unit 
level or the corporate level. If it’s someone who’s reluc-
tant to do it at all or if you have no one, your chances of 
success are significantly diminished.

• Work to have your team engaged in the planning 
stages.

• Start with a general, overarching IoT architecture 
and plan to customize it for specific projects.

• If possible, secure budgeting for IoT projects at both 
the corporate and business unit level. If you can’t do 
both, start with business unit-level funding and plan for 
both in upcoming fiscal years.

• Make sure your IoT team includes, at a minimum, 
an IoT architect, an IoT integration architect and an IoT 
security architect.

This was last published in April 2019

Addressing the Ethical Issues
of AI is Key to Effective Use

Enterprises must confront the ethical implications of AI use as they 
increasingly roll out technology that has the potential to reshape how 

humans interact with machines

Many enterprises are exploring how AI can help move 
their business forward, save time and money, and provide 
more value to all their stakeholders. However, most com-
panies are missing the conversation about the ethical is-
sues of AI use and adoption.

Even at this early stage of AI adoption, it’s important for 
enterprises to take ethical and responsible approaches 
when creating AI systems because the industry is already 
starting to see backlash against AI implementations that 
play loose with ethical concerns.

For example, Google recently saw pushback with its 
Google Duplex release that seems to show AI-enabled 
systems pretending to be humans. Microsoft saw signifi-
cant issues with its Tay bot that started going off the rails. 
And, of course, who can ignore what Elon Musk and oth-
ers are saying about the use of AI.

Yet enterprises are already starting to pay attention to 
the ethical issues of AI use. Microsoft, for example, has 
created the AI and Ethics in Engineering and Research 
Committee to make sure the company’s core values are 
included in the AI systems it creates.

How AI systems can be biased

AI systems can quickly find themselves in ethical trouble 
when left inadequately supervised. One notable example 
was Google’s image recognition tool mistakenly classify-
ing black people as gorillas, and the aforementioned Tay 
chatbot becoming a racist, sexist bigot.

How could this happen? Plainly put, AI systems are only 
as good as their training data, and that training data has 
bias. Just like humans, AI systems need to be fed data 
and told what that data is in order to learn from it.
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