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This paper investigates the application of the rhqatedictive control
(MPC) approach to control the voltage and frequewya stand alone
wind generation system. This scheme consists oind turbine which
drives an induction generator feeding an isolatedd. A static reactive
power compensator (SVAR) is connected at the immuagenerator
terminals to regulate the load voltage. The rotpead, and thereby the
load frequency are controlled via adjusting the heeucal power input
using the blade pitch-angle control. The MPC isduse calculate the
optimal control actions including system constraintTo alleviate
computational effort and to reduce numerical profde particularly in
large prediction horizon, an exponentially weightéehctional model
predictive control (FMPC) is employed.

Digital simulations have been carried out in ordés validate the
effectiveness of the proposed scheme. The prommsdtbller has been
tested through step changes in the wind speed lamdotd impedance.
Simulation results show that adequate performarfcée proposed wind
energy scheme has been achieved. Moreover, thesrgeis robust against
the parameters variation and eliminates the infeeerof modeling and
measurement errors.

KEYWORDS: wind turbine; induction generator; constrained gietive
control; functional model predictive control.

1. INTRODUCTION

New resources for electricity generation as wingdrb...etc has been focused in
recent years. Induction generator was used aslé¢ls&r@mechanical energy converter
in such generation schemes. The induction gener&tre many advantages such as
low maintenance cost, robustness, reduced sizal gansient performance, absence
of moving contacts and no need for DC. excitatidihe self excited induction
generator (SEIG) is capable of generating eledtenargy from constant speed as well
as variable speed prime movers. Such an energgmysin feed electrical energy to
isolated locations, which in turn can enhance agitice production and improve the
standard of living in remote areas. In spite ofihg\several advantages, it has limited
applications to power systems due to its poor gelteegulation. The steady state and
dynamic performances of an isolated SEIG undeouarioading conditions have been
presented and discussed [1-7]. It has been prdwdiie magnitude of the terminal
voltage of a SEIG depends upon the load impedaxogtation capacitance, and speed
of the prime mover. On the other hand, the sthuency of the SEIG depends
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mainly upon the speed of the prime mover. The bilita of such units for wind
generation schemes depends upon the ability afdh&ol system to provide constant
voltage at varying loads and different prime mosespeed.

NOMENCLATURE
Co self excitation capacitance per P number of pole pairs
phase
f friction coefficient Rs, R stator and rotor resistances pe
phase
lge, Ige ~ d-Q Stator currents V.  wind speed
lar, Iy d-g rotor currents Vus,Vqe d-g Stator voltages
i, iq.  d-q load current a firing angle of the SVAR
lgLariqo  d-g reactor current in the SVAR 3 Turbine blade pitch angle
J moment of inertia A turbine tip speed ratio
Ls L, stator, rotor and magnetizing am angular rotor speed (electrical
Lm inductances rads/sec) of the induction
generator
Lo physical inductance of the reactor «, angular stator frequency of thg
in the SVAR induction generator
p differential operatod/dt «.  angular rotor speed of the
turbine

Many investigations have concerned with the voltagd/or frequency control
of the wind driven induction generator. Thus, théAR was employed to adjust the
terminal voltage of the SEIG on the basis of lookaige [8], impedance controller [9-
10]. Also, the inverter based reactive power saurfil-12] have been used for
regulating the output voltage profile of a SEIG endarious loading conditions. In
[13-15], the field orientation technique has beepleyed to keep the dc bus voltage
at a constant value by varying the stator fluxhi@ induction generator when the rotor
speed is varied. However, Pl-controllers; whicheéh@oor transient responses; were
employed in these control schemes.

Artificial intelligence techniques, such as fuzagic, neural network, and
genetic algorithms, are recently showing a lot mfnise in the application of power
electronic systems. Thus, a fuzzy logic controlhers been used to enhance the
performance of a variable speed wind generatiotesy$16]. Also, a neural network
controller has been employed to adapt the valuexoitation capacitor [17] based on
the steady state analysis of the wind generatistesy. Nevertheless, these methods
couldn't offer good transient performance.

In recent years, many researchers have been used iMBvind energy
conversion [18-22]. The MPC controller generallguiges a significant computational
effort. As the performance of the available compgithardware has rapidly increased
and new faster algorithms have been developes ,now possible to implement MPC
to command fast systems with shorter time stepglexdrical drives. Electric drives
are of particular interest for the application oP® for at least two reasons:

1) They fit in the class of systems for which a qgteod linear model can be
obtained both by analytical means and by identificetechniques;
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2) Bounds on drive variables play a key role in tha@algics of the system;
indeed, two main approaches are available to déhl system constraints:
anti-windup techniques, widely used in the claggidaontrollers, and MPC.
The presence of the constraint is one of the measans why, for example,
state space controllers have limited applicatioel@ttrical drives.

In spite of these advantages, MPC applicationsldotrécal drives are still
largely unexplored and only few research laborarare involved on them. For
example Generalized Predictive Control (GPC) — ecisth case of MPC — has been
applied to induction motors for the only currengukation [23] and later for the speed
and current control [24]. In [25], the more gendvi®C solution has been adopted for
the design of the current controller in the sanmeedr

In this paper a centralized MPC with large preditthorizon for voltage and
frequency control of isolated wind-generation systes presented. The proposed
centralized scheme improves the control performameecoordinated manner.

Another challenge of MPC for centralized PMSM s liirge computational
effort needed. To overcome this drawback, a funetiddPC with orthonormal basis
Laguerre function [26] is presented. The presentedctional MPC reduces
computational effort significantly which makes itore appropriate for practical
implementation. In addition, an exponential datégiveng is used to reduce numerical
issue in MPC with large prediction horizon [27]. Verify the effectiveness of the
proposed scheme, time-based simulations are cayued he results obtained proved
that the functional MPC is able to control succelsfthe wind-generation system in
the transient and steady state cases.

2. SYSTEM DESCRIPTION AND DYNAMICS

The proposed wind energy conversion system (WEGShown in fig. 1, which
consists of SEIG driven by wind turbine and feedsajated load through static VAR
compensator. The static VAR compensator used isixed-tapacitor thyristor-
controlled reactor (FCTCR), which is connectedhat generator terminals for voltage
regulation. In this case, the generator's termioéthge depends mainly on the static
VAR capacitance, rotor speed and the load impedartoe stator frequency depends
mainly on the rotor speed. Therefore, if the wiedbeity changes, or if the load on the
induction generator changes, there is a possibiligt the terminal voltage and
frequency will change. This is objectionable tosséve loads. In this paper, the FMPC
controller has been suggested to overcome thislgmolso, the generator's terminal
voltage can be regulated by adjusting the staticRMiking anglea using integral
regulation as shown in the following equation:

pO' = Vref - Vds (1)
WhereV

ref ?

andv,, are the reference and actual voltages at thergtam terminals
respectively.

To regulate the frequency, the rotor speed musbbéolled. The rotor speed
can be adjusted by controlling the turbine's outpasver. The power output of the
wind turbine can be adjusted by regulating the ékaagle3 of the turbine according to
the following differential equation:
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PB=Fet ~R 2)
Where P, is the turbine output power, which is a functidntiee blade angle, rotor
speed, and wind speed as shown below.

P =2 PAC, Vi

Where g is the air density, and is the swept area by the blades [28], and

n@—@
15-034

The value of the reference power is chosen at nated speed, optimal tip-
speed ratio and zero blade angle.

Cp=(044- 001678)sin -0.00184(1 -3) B

svC Ioad

Fig.(1): Schematic representati& of the wind eyergtem

2.1. Complete System Dynamic and Linearized Model

Then, the complete dynamic model of the proposelhtisd wind-generation system
can be described as follows [9] and [29]:
[

. . Tgs ~lgLo ~iqL . . .
Plgs = “RsAqi as (% + Aza)ml-m)lds +R, A2|qr — Al g (3)
o Vds
. Tgs ~lgLo ~iqL . . . .
Plgs = (%"‘ Ay, Lm)lqs “RsAlgs * R Aglgr + A16‘)m|-m|qr — AVgs (4)
o Vds
) . . : Igs ~lgLo ~lqL .
p'qr = RSA2|QS+A2erl‘SIdS _A3|qr +(_ A d +A’1wm|—s)ldr (5)
Co Vds
. . . Igs ~lgLo ~lqL . .
Plgr = _Aza)rrl-slqs +RsAglgs +( s Cq\; d _Aiwml-s)lqr —Aglyg + AV (6)
o Vds
Py = (= oy + PTyy + L5P?L (i gdfgr i gdigr))/ I (7)
_ | —lgo ~la
R (8)
Co
. 1_ Iqs_iqLo_IqL
quth —quL—( c Lig (9)
L 0 Vds
_— (=i = _
Pig =—|Vg —Rig +| =—% L iy (10)
L L o Vds
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) igs —lgLo —I )

PlgLo = _(W) ldLo (11)
o Vds

. Vs iqs_iqLo_iqL .

I, =— 4+ — ] 12
p dLo Leq ( Co Vds qLo ( )
Pa =V, — Vg (13)
PB=Pg —R (14)
where

L]’ Lm Rr
A = : Ay = L A=+ Ay L),
(L Ls-12) (L Ls-12) L, m
_ nl,
Le

97 2(r-a)-sin(2a)
Where L, is defined as the physical inductance of thetogac

In this paper, the linear model predictive congplis used, so it is assumed
that the plant dynamics are linear. Therefore, ksigihal linear model of the proposed
WECS is linearized around an operating point taltthe system dynamics when
subjected to small perturbations. The linearizeddehacan be described by the
following equation:

px=Ax+ Bu +nv (15)
Where

t
X =[AiQS Ai ds Aiqr Aidr Adwy, Avgs Aiql AidI Aiqu Aidlo Aa A:B]t ) ,u:|:\/ ref Pref] )
v=[av, az ]

Where x represents system states variablesrepresents control inputs,
represents the disturbance.
Also,A= [q;] isa 12 x 12 matrix containing the system paeters.

3. FUNCTIONAL MODEL PREDICTIVE CONTROL
3.1. Model predictive Control

Model predictive control uses an explicit modelsgstem to predict future trajectory
of system states and outputs. This prediction défyahllows solving optimal control
problem online, where prediction error (i.e. contag difference between the
predicted output and reference output) and commmit action are minimized over a
future horizon, possibly subjected to constraimtdle manipulated inputs, states and
outputs. The optimization yields an optimal congetjuence as input and only the first
input from the sequence is used as the input tosyis¢eem. At the next sampling
interval, the horizon is shifted and the whole mjiation procedure is repeated. The
main reason for using this procedure, which isechtieceding horizon control (RHC),
is that it allows compensation for future disturbamnd modeling error.
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The basic structure of model predictive controldiepicted in Fig. 2. An
explicit model of the system is used to predictifatoutput response chain Based
on the predicted system output and current systgpug the error is calculated. The
errors, then, are fed to the optimizer. In the roj#er, the future optimal control
sequencelu, is calculated based on the objective functionsystem constraints.

In this paper, the state space model of the systemsed in the model
predictive control. The general discrete form o giate space model used in model
predictive control is of the form:
x(k +1) = Ax(k) + Bu(k) + E;d(k) + F,w(k)
(k) = C;x(k)
wherek is the sampling instank,is state vecton/ is input vector, d represents system
disturbance and represents system noise modgl.B,, C,, E, andF, are coefficients
of system state space model and reflect the isblated generation system model in
(15).

(16)

The final aim of model predictive control is to pide zero output error with
minimal control effort.
Therefore, the cost functiahthat reflects the control objectives, is defined as

N
() = k;pl (Y (14K) = yier (4K P+ szflvau(n +k)? (17)

Where
U and v, respectively, the weighting factors for the predicterror and control

energy;
y(n+Kk) K" step output prediction;
vret (N+k) K" step reference trajectory;

Au(n+k) K" step control action.

where the first term reflects the future outputoerand second term reflects the
consideration given to the control effort. The peceet output vector has dimension of
1xN, where N, is the prediction horizonAu is the control action vector with
dimension ofl1xNc that N, is control horizon. In the model predictive contrtie
control horizon,N. , is always smaller than or equal to predictionizwr (N, ).
4 andv, reflecting the weights on the predicted error idicted outputs and change

in the control action.

The constraints of model predictive control inclugstraints of magnitude
and change of input, state and output variablesdha be defined in the following
form.

Unin SUMN+K) <Upaxs  AUmin S Au(nN+K) < Aupay
Xmin € X(N+K) € Xmaxs  MXmin < AX(N+K) < AXpax (18)

Ymin € Y(N+K) < Ymaxs  AYmin < AY(N+K) < Aymax
Solving the objective function (17) with system stmint (18) gives the
optimal input control sequence.
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3.2. Laguerre Based MPC

In the classical model predictive control, the fatwwontrol signal is modeled as a
vector of forward shift operator with length € .

AU =[Au(n),...Au(n+Kk),....Au(n+ N —1)] (19)
whereN. the unknown control variables are achieved in thenozation procedure.
Large prediction horizon is needed to achieve kigbed loop performance that needs
large computational burden. Therefore, MPC mayh®ofast enough to be used as a
real time optimal control for such case.

A solution to this drawback is achieved using fiowal MPC. In the
functional MPC, future input is assumed to be @dincombination of a few simple
base functions. In principle, these could be angr@griate functions. However in
practice, a polynomial basis is usually used [38]s approximation of input trajectory
can be more accurate by proper selection of bassifun. Using functional MPC, the
term used in the optimization procedure can beaedlto a fraction of that required by
classical MPC. Therefore, the computational loaltllve largely reduced.

In this paper, orthonormal basis Laguerre funci®ouosed for modeling input
trajectory. Laguerre polynomial is one of the maspular orthonormal base functions
which has extensive applications in system ides#tion [26]. The z-transform of'th
Laguerre function is given by:

A2 1 m-1
Vi-a [1 az} (20)
z-a | z-a
whereO<a<l is the pole of Laguerre polynomial and is calledlisg factor in the

literature. The control input sequence can be ds=trby the following Laguerre
functions:

N
Au(n+k) = >Cmlm(k) (21)
m=1

M=

wherel,, is the inverse z-transform 6¥, in the discrete domain. The coefficienjsare
unknowns and should be obtained in the optimizgtimcedure. The parameterand
N are tuning parameters and should be adjusted hy Useally the value oN is
selected smaller than 10 that is enough for moattimal applications. Generally,
choosing larger value fod increases the accuracy of input sequence estimation

3.3. Exponentially Weighted MPC

Closed loop performance of MPC depends on the rhadmiof prediction horizoil,.
Generally, by increasing the magnitude of predictioorizon, the closed loop
performance will be improved. However, practicalglection of large prediction
horizon is limited by numerical issue, particulaitythe process with high sampling
rate. One approach to overcome this drawback us¢oexponential data weighting in
model predictive control [27].

3.4. Design of the proposed Functional Model Predictive Control

In this section, the Laguerre based model predictbontrol and exponentially
weighted model predictive control are combined ideo to alleviate computational
effort and reduce numerical problems. At firstiscoete model predictive control with



480 Ahmed. M. Kassem

exponential data weighting is designed. The ingtéte and output vectors are
changed in the following way:

AUT = [J'OAu(n),...,J_(Nc_l)Au(n+ N, —1)J

XT = a‘lx(n+1),...,0'_pr(n+Np) (22)
YT = [cf‘ly(n+1),...,0'_Np x(n+N,)

where ¢ is tuning parameter in exponential data weightind & larger than 1. The
state space representation of system with transfdrrariable is:
x(n+1) = Ax(n)+ B Al(n)

y(n) = Cx(n)

Where A=A/o,B=B/o,C=Clo

The optimal control trajectory with transformed iadétes can be achieved by
solving the new objective function and constraints.

(23)

. N Ne
3= 3 (50410 = vier (110 + Tyadln kP (24)

Al(n+k) < o*Au

. 0 DX, <AXN+K) <o *Ax

-k ~ -k -k
0 Ui SU(n+k)S0’ Unax + O Aumin < max

o Xmin %(n +k) < ok Xmax max (25)

T Ymin S YK SO Vi T B iy SAYN+K) < 0 DY e

By choosinga>1, the condition number of hessian matrix will belueed
significantly, especially for large values of pretthn horizon N,,). This leads to a more
reliable numerical approach.

After solving new objective function with new vablas, the calculated input
trajectory should be transformed into standardaide with the following equation.
AUT =[a®AlK),...,aMNeD Al(k + Ng 1) (26)

The Laguerre based model predictive control andoeaptially weighted
model predictive control can be combined usingftfiewing systematic procedure:

- Choosing of the proper tuning parameter

- Transforming the system parameters (A, B, C) amdsystem variables (U, X,
Y) are transformed using equations (23) and (24).

- The objective function with its constraints is aeghbased on equations (25) and
(26).

- Optimizing objective function based on Laguerre ypomial and then
calculating unknown Laguerre coefficients.

- Calculating input chain from equation (21).

The calculated weighted input chain is transfornmd unweighted input
chain using equation (26) and is applied on thatpla
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predictor hutn+k)

Fregin+k) e(n+i)

optitizer Flant ) >
Fraf (M) &) ~
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Cost function constraints
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Fig. (2): Basic structure of model predictive cohtr

4. SYSTEM CONFIGURATION

Figure (3) shows the block diagram of the WECS i proposed FMPC controller.
There are two paths of control used here basedwd~to regulate load voltage and
frequency. The first path is dedicated for regulatithe terminal voltage of the
induction generator to a reference value via atlfjgghe firing angle of the thyristor of
the SVC. The second path is used to control thehargcal input power to the
generator by adjusting the blade pitch angle ofathnel turbine. A blade pitch actuator
is used to control the mechanical power and heheesystem rotational speed and
consequently the terminal voltage frequency.
Digital simulations are obtained to validate thef@enance of the proposed
FMPC with the isolated WECS. The input to the FM&€ the terminal voltage error
and the generator input power error. The outpuhefFMPC is considered as TCR
firing angle and the blade angle. The control patens are assumed as follows
input weight matrix;z=0.18 X1 nexne
output weight matrixv=1xI ypxnp
The constraints are chosen such that, the TCRyfairgle is normalized to be
between 0 and 1, where O correspond&tg,) and 1 corresponds to maximum firing

angle (o) - Also, the blade angle is normalized to be betw@esnd 1, where 0
corresponds tg,,, =0and 1 corresponds to maximum blade anglg.§ , thus:

Omin Omax
=0<u<lil= .
{,Bmin} {:Bmax}
The constraints imposed on the control signal ard,hwhereas the constraints
on the states are soft, i.e., small violations banaccepted. The constraints on the

states are chosen such that to guarantee thatsgiag at physically reasonable values
as follows:
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0 igs 8
0 s 3
o _|o] _[]er||_|400|_
mn T g~ vgs| |~ | 140 ~ “max
0 ig 2

The entire system has been simulated on the digtaputer using the Matlab
/ Simulink /software package. The specificationshaf system used in the simulation
procedure are listed in appendix [29]:

it
I
I LY
Py () Vas(n) R =
FIFC T 4 1 . : Load
predictor el —i
e |
|
Frof(n+1) [Py {nt) ! — f—

s (1) :
+ 1

optimizme |ARHD)]

‘me-('-nj :

ref (1L

constrant | | Cast fimction |

LA

Fig. (3): Block diagram of the wind energy convenssystem with the proposed
FMPC controller

5. SIMULATION RESULTS

Digital simulations have been carried out to vakdidne effectiveness of the proposed
system under load and wind velocity excursions. paemeters of the FMPC based
on Laguerre function are adjusted toas®.27, N=6, o =1.08, N=300 and N-=5.

The performance of the proposed scheme has betul teth a turbulence
change in wind speed. In addition, the systemaesp is investigated during a step
change of load impedance.

Simulation results depicting the variation of diffat variables with step
turbulence in wind speed are shown in Fig. (4). Wned speed is assumed to vary
between 6 m/s and 8 m/s. It has been noticed thtteawind velocity increases, the
firing angle of the thyristor will decrease. Thishecause, at higher wind speed, the
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shaft torque output of the wind turbine increases nds to increase the rotor speed
of the induction generator. The control action barsummarized as follows:

a) If the terminal voltage tends to increase due éititrease in wind speed, the
FMPC controller comes into operation and decredisediring angle of the
thyristor. This would result in reducing the equérd inductance of the reactor
in the SVAR and, in turn, increasing the reactomrent. Consequently, the
total effective load on the induction generatorlviiicrease. The terminal
voltage tends to reduce and settles down to tlezarte value.

b) If the electrical frequency of the generator tettdscrease due to the increase
in wind speed, the controller will increase the delaangle causing the
mechanical input power to decrease. This will redtiee rotor speed and so
the terminal frequency.

c) If the terminal voltage and /or frequency trieslezrease due to reduced wind
velocity, the controller will take an action which opposite to that outlined
above.

Figure (5) shows simulation results of the propasetdem with step change in
load impedance. It is seen that the action of tM&€ controller, with a step increase
in load impedance (or a decrease in load curremsimilar to that with an increase in
wind velocity and vice versa. Thus, if the load @dpnce is assumed to be abruptly
increased, the load current will decrease. In nespdo the load reduction, the terminal
voltage tends to rise. Therefore, the proposedreold@t comes into action and
decreases the firing angle of the thyristor. Thisim turn, will increase the reactor
current causing the effective load on the inductienerator to increase, and in turn,
the terminal voltage to restore its reference. Algaluction in load current leads to
increase in rotor speed and hence in the electiieguency of the generator, so the
controller will increase the blade angle causing thechanical input power to
decrease. This will reduce the rotor speed antdesterminal frequency.

On the other hand, if the load impedance decrettsespntroller increases the
thyristor firing angle which decreases the reactorent and decreases the blade angle
to compensate for the load increase.

5.1Robustness

Since our concerns are also in robust stabilityiregavarious model uncertainties,
some system parameters have been changed as follows
i) The stator and rotor resistances are assumedraaise by 20% above nominal
values.
i) The moment of inertia is assumed to rise 20% abowveinal.
iii) The magnetizing inductance is assumed to be 1€8% than nominal.
For perturbed system the responses are shown.ifi figd fig. 7. It should be
seen that the system is robustly stable in spifsacdmeters variations.
It has been indicated in the figures that the FMB@Xroller is able to stabilize
the terminal voltage and frequency with high accyia spite of modeling errors.



484 Ahmed. M. Kassem

wind speed (m/sec) rotor speed (rad/sec)
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2118 bl

1.80—
178t
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117.9

365.5 ;
3651~ L bl
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5.970—— 1
O 1 2 3 4 5
time (sec) time (sec)

Fig. (4) Simulation results of the proposed scheutle step change in wind speed

6. CONCLUSIONS

This paper investigates the robust centralizedtfanal model predictive controller to
control the terminal voltage and frequency of aGEIThe SEIG is driven by wind
turbine and feeding static load. This scheme cthg$ a wind turbine, induction
generator, SVAR compensator (fixed capacitor inajpalr with thyristor controlled
reactor), and static load. The firing angle of tingristor is controlled according to the
error between the reference and actual load vata@so, the rotor speed is adjusted
by controlling the blade pitch-angle accordingtie error between the reference and
actual mechanical power input to the generator. Ghemplete nonlinear dynamic
model of the system has been described and limehairound an operating point.

The proposed predictive controller uses orthonorb@guerre functions to
describe control input trajectory which reduced tame computation largely. Also,
exponential data weighing is used to decrease ricahdssue, particularly in large
prediction horizon. Constraints are imposed on Ii¢ghT CR firing angle and the blade
angle.



Functional Predictive Control Design for a Stand Alone Wind ... 485

Digital simulations have been carried out in orbeevaluate the effectiveness
of the proposed scheme. The wind energy systemthdtiproposed controller has been
tested through turbulence changes in wind speeds&mdchanges in load impedance.
The results prove that the proposed controlleueassful in regulating the terminal
voltage and frequency of a stand alone wind eneogyersion system under wind and
/or load excursion and it is robust against sygtanameters change.

load impedance (ohm) rotor speed (rad/sec)
1207~ 2125
00 oo
gol L o115 L
stator current (A)

7.865F————fF-—-F-——"-F-—-- T**** 1.95
7-86********%**”(—% 1.70

7.855 : ‘ 1.45

0.79—— ‘ 118.2—— —
067 /| ug b

0.55 1178 - oo o]

154 365,55~

147£\ﬁfw/f4 365— *
140 ) 345l

598 |
so7

time (sec) time (sec)

Fig. (5) Simulation results of the proposed schentle step change in load impedance.
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wind speed (m/sec) rotor speed (rad/sec)
212.2
8, ]
0 211.8
stator current (A) load current (A)
10— 180
18— 1.76
reactor current (A) load voltage (V)
R 118.0 R
117,95
TCR firing angle (deg) power (W)
1 5
365 === h o]
45—
blade angle (deg) input torque (Nm)
R e e
1 ﬂ‘ﬁ%dw
sl 0 15910
0 1 2 3 4 5 01 2 3 4 5
time (sec) time (sec)

Fig. (6) Simulation results of the proposed schentle step change in wind speed with
parameters variations.
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load impedance (ohm) rotor speed (rad/sec)
120717 212.5 i i ‘ i
100t b 212
80 1 1 1 1 211.5 1 1 1 1
stator current (A) load current (A)
7865 T T T T 20 7
7.86F -~ T T 17— /11
7.855 : ! 1.4 1 1
reactor current (A) load voltage (V)
118.2 i i i i
118 : i T
1178~ .
power (W)
365'5”"7""T""‘""T —————
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Fig. (7) Simulation results of the proposed scheirttle step change in load impedance
with parameters variations.
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Appendix : System parameters[29]

Wind turbine :

Rating: 1 kw, 450 rpm ( low speed side ) 4 = 12 m/s.

Size : Height =4 m , Equator radius = 1 nswept area = 4 m2 p = 1.25kg/m2.

I nduction machine:

Rating : 3-phase, 2kw , 120V, 10 A, 4-pol&40 rpm .

Parameters R, = 0.62Q | R =0.566Q , L .= L, =0.058174 H.L,=0.054 H,J =
0.0622 kg.m2 , f =0.00366 N.m./rad/s.

FC-TCR : C, =176pF, L, = 0.127 H.
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