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The prediction of air and ground vibrations is an important problem in
rock blasting activities. The aim of this study is to evaluate the prediction
of ground and air vibrations by using intelligent networks and traditional
regresson model. So, fuzzy logic and artificial neural network (ANN)
models have been constructed to predict peak particle velocity and air
overpressure induced by blasting in Assiut Cement Company. For this
purpose, the peak particle velocity, air vibrations, and charge weight per
delay were recorded for 136 blast events at various distances and used
for the training of the predictor models. About new 26 data sets have
been used to test and validate the models. The performance, validity and
capability of these models to predict were proved to be successful by
statistical performance indices. These indices are variance-accounted for
(VAF) and root mean square error (RMSE). The results from these
models asserted that, intelligent networks technologies can be precisely
and effectively used for predicting the air and ground vibrations in
comparison with traditional regression analysis. Also, the comparison
indicated that the fuzzy logic modd exhibited dightly better prediction
performance and generalization than the artificial neural network in
ground and air vibration prediction.

1. INTRODUCTION

Blasting is used as a means of fragmenting rocthabit can be excavated at mines,
quarries, and Construction sites. The explosiverge®a produce a great amount of
energy, some of which is transmitted in the fornstoéss waves beyond the area of the
fragmented rock. The propagating stress wavesltiavtbe rock and soil and produce
ground vibrations that have the potential to calm®age to structures in the vicinity
of the blast. Only 20-30% of explosive energy ized for fragmenting the rock and
the rest wasted away in the form of ground vibrgtiair blast, noise, fly rock, back
breaks, etc. Among them, air and ground vibrat®rcansidered to have the most
damaging effect. A number of predictor equationgsehbeen proposed by various
researchers to predict air and ground vibrations po blasting. Still, it is difficult to
recommend any one predictor for a particular grocomtlition because air and ground
vibrations are influenced by a number of paramet&rsese parameters are either
controllable or non-controllable such as blast getoyn explosive types, rock strength
properties, rock geology and climate conditions,.€t,2)

If an unusual noise or uncertainties exists inrtfeasured data of vibrations,
statistical models have difficulty in making acdergredictions. So, the use of
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artificial intelligence network is very importart predict the air vibration and peak
particle velocity efficiently. Artificial neural nevork and fuzzy logic are the two most
important concepts of artificial intelligence. Thase useful in modeling or prediction
of one or more variables. In this paper, an attdmgtbeen made to predict the air and
ground vibrations using fuzzy inference system aatificial neural network
incorporating two variables, maximum charge peagend the distance from blast to
monitor which affect the ground vibration. Resudte also compared with the values
obtained from regression analysis and observed flata sets. Standard performance
indices, such as root mean square error (RMSE)vandnce —accounted-for (VAF)
were used to compare the performance of the moesilsts.

2. FIELD EXPERIMENTAL PROCEDURE

Assiut Cement Company (ACC) plant and quarrieslacated about 15 km North
West of Assiut city. The limestone quarries havthree faces and lies west of the
cement plant. Figure (1) shows a layout of Assiement quarry illustrating the
locations of buildings and geophones in respet¢héoquarry face. The blasts in the
present study have been planned to cover all thkimgpfaces on the upper and lower
benches. That is to have a good average of themespof rocks along the path of the
waves induced by the blasts. The height of the tlpwéddle, and upper faces equals
35, 26 and 30 m respectively. Blasthole diametegea from 11.3 cm (4.5 inch) to 15
cm (6 inches) Other parameters benches includetebur 6.5 m, spacing = 8.5 m,
stemming length = 3 m, subdrilling = 2 m., singtevrand angle of inclinatiorny =
100. Main explosive charge is ANFO while Ammonialasia dynamite has been used
as priming, bottom, and boosting charges. Usub#yititiation type is NONEL system
in one row with 25 ms surface delay interval.

Twenty three full scale production blasts have besmnied out with number of
blastholes per blast ranging from 10 to 20. Wedajltharge per delay ranged from 80
to 600 Kg and total charge weight per blast rarfgaah 890 to 3270 Kg. The distance
between the seismographs location to the centdreoblast ranged from 326 to 1415
m. The instruments used include one SSU-2000 DKnsmjraph system, 10 SSU
micro-seismographs, two data transfer cases, aodranual buttons. The SSU-2000
DK seismograph is a complete independent unit.srBegraphs have been used to
record the ground vibrations and air blast durimghe blast. Distance from each
seismograph location to the center of the blaskaoter of the largest weight per delay
has been measured.

Table (1) summarize a sample of measured data &oh élast, including
geophone number (G#), distance from blast sourgeéphone, Maximum explosive
charge /delay, peak overpressure (dB), peak parti@dlocity (PPV) in Three
components longitudinal (L), transverse (T), aedical (V) according to the outputs
of the seismogram.
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Fig. 1: Layout of the Limestone quarry at ACC

Table (1): Samples of the measured vibrations data.

, Max Charge/ Peak PPV, mm / sec

G# distance delay overpressure

(m) (k) (dB) L | T |V | Resltant
4661 | 772.6 475 135 1.0 0j7 05 1.3
4662 | 704.4 325 132 A5 45 15 55
4663 | 736.0 440 129 1.5 0j7 07 1.7
4664 | 807.0 320 122 20 1/5 038 2.2
2547 | 8245 600 127 2p 10 12 2.5
4660 | 843.1 475 124 1.0 1j0 07 1.2
4665 | 1121.3 450 118 o7 112 10 1.5
4653 | 1340.8 550 106 07 1{1 10 1.5
4655| 1195.6 475 124 15 15 07 2.0
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3. TRADITIONAL REGRESSION ANALYSIS MODELS

Many researchers, over the world, have studied rgrotibrations originating from
blasting and theoretical empirical analyses havenbdeveloped to explain the
experimental data. At a given location, peak platielocity (PPV) depends on the
distance from the blast and the maximum chargedpkay. Scaled distance (SD) is a
dimensionless parameter for distance. It is deragd combination of distance and
charge weight influencing the generation of seisamd airblast energy. The scaled-
distance concept vs. particle velocity and air prkessure is generally used for blast
vibration prediction. Currently the most widely epted propagation equation for
ground and air vibration considering the damaggractures is in the form of (3,4).

v =k(RwA)™ (L)

Where V is the peak particle velocity (mm/s) orlpeserpressure (dB), k and
o are site constants to be determined by regressialysis; R is the distance of the
measuring transducer from the blasting face (m)\Wnd the maximum charge weight
per delay (kg). If the charge shape is cylindr{chlarge length to diameter ratio greater
than 6), the propagating wave front will be cylicdf. If the charge length to the
diameter ratio is less than 6 or the distance fiteershot is so far that the charge can be
point source (or spherical). So, in this study adcm to the bench blasting features,
square root scaling distancB € 1/2) is selected to derive PPV prediction model
(cylindrical wave propagation). While cube rootIswadistance § = 1/3) is selected
to derive dB prediction model (spherical wave pggign).

4. ARTIFICIAL NEURAL NETWORK (ANN)

Artificial neural networks (ANNSs) are a form of #idial intelligence that has proved
to provide a high level of competency in solvingnpaomplex engineering problems
that are beyond the computational capability ofsileal mathematics and traditional
procedures. ANNs are able to detect similaritiesnjputs, even though a particular
input may never have been seen previously. Thipestp allows for excellent
interpolation capabilities, especially when theungata are noisy (not exact). ANN
can be defined as a data processing system cogsistia large number of simple,
highly interconnected processing elements (arifiaieurons) in an architecture
inspired by the structure of the cerebral cortexttef brain (Tsoukalas and Uhrig,
1996).These processing elements are usually omno a sequence of layers or
slabs with full or random connections between theeis. The input layer is a buffer
that presents data to the network. The followingtés) is called the hidden layer(s)
because it usually has no connection to the outsioled. The output layer is the
following layer in the network, which presents thetput response to a given input.
Typically the input, hidden, and output layers @esignated the ith, jth, and kth layers,
respectively. A typical neural network is “fully moected,” which means that there is a
connection between each of the neurons in any dasgr with each of the neurons in
the next layer (2,5,6).
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Back-propagation artificial neural network a Feedafard network is
considered the most popular, effective and eadgao model for complex, multi-
layered networks of the supervised learning teakesq The typical back-propagation
network has an input layer, an output layer, anéadt one hidden layer. There is no
theoretical limit on the number of hidden layers typically one or two hidden layers
are enough for complex problems. Each layer isy fabnnected to the succeeding
layer, as shown in Figure (2). In the back propagataining, the connection weights
are adjusted to reduce the output error. In thialrétate, the network begins with a
small random set of connection weights. For thevaet to learn, a set of inputs is
presented to the system and a set of out putdaslated. A difference between the
actual outputs and desired outputs is calculatedl thle connection weights are
modified to reduce this difference (6).

Therefore, to simplify the process, the followirgythe scenario for the pth
pattern in a feed-forward network with hidden lasys) .

1. The ith node in the input layer holds a valuegiffor the pth pattern.
2. The net input to the jth node in the hidden tdge pattern p is
N
> w
netpj = ijopi (2

Where, wij is the weight from node i to node j. Tangput from each unit j is
the threshold function, fj, which acts on the weighsum. In this multilayer
perceptron fjis the sigmoid function, defined as:

f(net) = 1/ (1+ eknet ); (0 < f(net) < 1) 3)(

Where, k is a constant that controls the spreadeofunction.
3. The output of the ith node in the hidden layar also be defined as:

Opj = fj (netpj) (4)
4. The net input to the kth node of the output tage
N
netk =1 wkj xpj (5)
Where, wkj is the weight values between the ithdaidlayer and the kth output layer
node.
5. Output of the kth node of the output layer cisio e defined as:
Opk = fk (netk) (6)

6. If Ep is the error function for a pattern, patths proportional to the square of

difference between the actual and desired outputslifthe patterns to be learnt.
N

Ep=%k (tpk - opk)2 (7

Where, tpk and opk are the target and actual ositpot pattern p on node Kk,
respectively.
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Fig. 2: Back propagation training ANN

5. NETWORK ARCHITECTURE FOR ANN MODEL

A feed-forward network is adopted here as this itgcture is reported to be suitable
for problems based on noisy database. Pattern mgteh basically an input/output
mapping problem. The closer the mapping, the be&tténe performance of network.
Mapping is based on information, which is providedhe network as input; therefore,
all the factors on which the output is believedlépend are provided to the network.
The input pattern then performs feed-forward comapoms to calculate the output
patterns. The output pattern is compared to theesponding target patterns, and the
summation of the squared error (MSE) is calculatée error is then back propagated
through the network using the gradient descent talemodify the weights and
minimize the summed squared error. Thus, a googimgetween input patterns and
target patterns could be achieved, resulting inevork capable of predicting the
target pattern for a given input pattern (6).

The models shape in this study is two input mouotethis case the network
model consists of the measuring distance and thémman explosives/delay as the
two-input parameters as shown in figure 2. Aboud #ldta points were used to train
the model, and 26 data points were used to testaidhte the model.

6. FUZZY SYSTEM

Fuzzy systems are currently being used in a widkl fof industrial and scientific
applications. Fuzzy logic is a way to make machimese intelligent, enabling them to
reason in a fuzzy manner like humans. Fuzzy moteisk” the way as humans do
(human-like thinking) and include verbal expressiomstead of numbers. It is
preferable when the mathematical problem is hamketive, and when decisions have
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to be made with estimated values under incompidtegrmation. First, it was proposed
by Loutfi A. Zadeh in 1965 with the work “Fuzzy SEheory” (Zadeh, 1965)(8). In
1974, E. H. Mamdani at the University of London lmhed “Application to Control
Problems” working on fuzzy logic. Later, this inigénce technique was applied in
many areas. Fuzzy models can be seen as logicalsnathich use “if-then” rules to
establish qualitative relationships among the ‘deim in the model. The rule-based
nature of fuzzy models allows the use of informatxpressed in the form of natural
language statements and consequently makes thdsnoalesparent to interpretation
and analysis(7,8).

Fuzzy sets and fuzzy logic is an extension of aasset theory and built
around the central concept of a fuzzy set or mestipgrfunction. Fuzzy set theory
enables the processing of imprecise informatiomeans of membership functions, in
contrast to the classical set theory. The classietl(called crisp set) takes only two
values: one, when an element belongs to the sdtzar, when it does not. In fuzzy
set theory, an element can belong to a fuzzy sttt g membership degree ranging
from zero to one. The basis of fuzzy logic is tmgider the system states in the form
of subsets or fuzzy sets, each of which is labeliéld words such as “low,” “medium,”
“big,” etc. A general fuzzy inference system bakjcaonsists of; fuzzification,
knowledge base, a decision-making unit, and finallyefuzzification (7,9), the fuzzy
system is shown in figure 3.

Fuzzification is the process where the crisp qtiastiare converted to fuzzy
(crisp to fuzzy). Fuzzification converts each piegk input data to degrees of
membership functions. There are three typical mestige functions that are
commonly used; these are triangular-shaped, gauskaped and trapezoid-shaped.
The knowledge base comprises a data base and hasde Membership functions of
the fuzzy sets are contained in the data baseyFulkz base contains rules that include
all possible fuzzy relations between inputs ancguwoist These rules are expressed in
the IF-THEN format with antecedents and consequestgectively, connected by
interchangeably with the logical “AND” or “OR” camjiction. The decision-making
unit also known fuzzy inference engine is the essepart of a fuzzy rule based
system. Fuzzy inference engine takes into accduttieafuzzy rules in the fuzzy rule
base and learns how to transform a set of input®tesponding outputs. It employs
IF-THEN rules from the rule base to infer the otitby a fuzzy reasoning method.
Fuzzy reasoning (also known as approximate reagprsran inference procedure used
to derive conclusions from a set of fuzzy IF-THENess and from one or more given
conditions (7, 10).

The result of each fuzzy inference is clearly azfjuset. This set can be
converted to a single real number by a defuzzifioatmethod. Defuzzification
converts the resulting fuzzy outputs from the fuimference engine to a number.
There are many defuzzification methods such aseaitgravity (COG) (centroid),
bisector of area (BOA), mean of maxima (MOM), ledfshmaximum (LM), rightmost
maximum (RM), and so on. the most frequently usethid is called a centroid (also
called center of area or center of gravity) methiltere are two main types of fuzzy
inference methods which are frequently used inagh@ication of the fuzzy modeling
and forecasting. The first is Mamdani’'s fuzzy imfiece method introduced by
Mamdani and Assilian. Another well-known inferemoethod is the so-called Sugeno
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or Takagi-Sugeno-Kang (TSK) method of fuzzy infeeerprocess introduced by
Takagi and Sugeno (5, 7, 10).

Knowledge base

Database-Rule base

(R&W) (PPV)
Input Data v (dB)
—— Fuzzification v __ (Output)
(Crisp) interface Defuzzificaton ————»
(Real No.) interface .
(Crisp)
% (Real No))
(Fuzz " , ) (Fuzzy)
Decision-Thaking unit

L

Fig.3: A typical Fuzzy System for Fuzzy Logic Moitkgl Process.

7. FUZZY MODELING

In the present work only Takagi-Sugeno-Kang (TSKigzy model has been
considered. The present fuzzy models for the ptiedicof PPV and dB have two
inputs and one output variable. About 136 datatpoirere used for prediction models,
the input variables are the distance from blase ftac vibration monitor and charge
weight per while PPV and dB are taken as the outptiibles. About 26 data points
were selected to test and validate the models.Gduessian membership function has
been chosen in the present study because of itglisity and computational
efficiency. The membership functions of inputs RV and dB models are shown in
figure 4 and 5 respectively. The relationships leemv inputs and output are
represented in the form of IF-THEN rules. The numiifeinput variables and their
associated membership functions determine the numbeules. In this study the
number of membership functions of the first andosécinputs is 5 and 11 for PPV
prediction model. But the number of membership fioms for the first and the second
inputs is 7 and 7 for dB prediction model. Thislggea total number of rules (5x11)
equal to 55 and (7x7) equal to 49 for PPV and dBletsrespectively.
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8. RESULTS AND DISCUSSIONS:
8.1. Statistical Method Prediction:

Statistical analysis was applied for the data setsbtain the models of propagation
law to predict PPV and dB. These conventional modedefined by the relationship
between PPV and dB with scaled distance, the sxbuotibdels are:

PPV = 37.07 (R/W1/2) -0.843 (8)
With correlation coefficient R = -0.66
dB = 218.28 (R/W1/3) -0.121 9

With correlation coefficient R = -0.55

Where (R/W1/2) and (R/W1/3) are scaled distancePBY and dB models.
According to correlation coefficient the two modéislicate that there are medium
intensity relationships of the two models.

8.2. Artificial Intelligence Prediction:

A satisfactory well-trained model of ANN was obth after a series of neural
network training. The suggested ANN architecturas the models are two hidden
layers, two input layers and one output layer vditfierent nodes. The best training
sessions of the suggested models of ANN for priedictf PPV and dB are shown in
Table 2. Different number neurons in the hidderetayand training cycles (No. of
epochs) as well as values of learning rate and mamewere selected to reach the
least error. Figure 6 and 7 clear the trainingt mdr PPV and dB models with
correlation coefficients equal 0.97 and 0.96 retpely.

A well-trained fuzzy model was obtained after @eseof Training conditions.
The best training models for fuzzy inference systerbe used for predicting PPV and
dB reach correlation coefficient of 0.95 and 0.88pectively and are presented in table
3. To assess the performance of the prediction lmated in this study the following
performance indices were selected to evaluate ranied variance accounted for
(VAF) and the root mean square error (RMSE):

VAF = {1_Mj| x100 % (20)
var(y;)
13 N
RMSE = NZ(M = Y) (11)
i=1

Where var denotes the variance, y is the measuakak,vy” is the predicted
value, and N is the number of the samples.

The performance indices are interpreted as folloheshigher the VAF and the
lower RSME, the better the model performs. Foranesg, if the VAF is 100% and
RMSE is 0, then the model will be excellent (11).

From the comparison in table 4, The VAF and the EM8dices were
calculated for PPV models as 3.23 % - 0.45, 78.39 021, and 87 % - 0.17 for
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statistical, ANN, and fuzzy models respectivelys@l The VAF and the RMSE were
calculated for dB models as 99.83 % - 4.92, 99.94 240, and 99.95 % - 2.71 for
statistical, ANN, and fuzzy models respectively.@n be seen from these results, the
prediction accuracy in terms of both indices fog ANN and fuzzy models is better
than for statistical model. In accordance to thkiem of performance indices, fuzzy
models give slightly better than ANN models. Itizates that the prediction of ground
vibration using fuzzy model is more generalizatéord validation than ANN although
the ANN models give a higher correlation coeffie¢gem the training parts. Figure 8
and 9 clarify the comparison between recorded aedigted values for all predictors.

Table (2): Training Parametersfor Selected ANN Models.

1%} 2 ()
Newral S g "8 N8 =8 ® go 8 @ = c o
Network & & % f % f g f T 35 §'E 2 3 %g % T
- A=) T a = =)
Modd S2 B85 g5 53 £ 2¢ FRG O - ¢
(ANN) 52 28 28 58 5 S8LOF B g o 58
#= 5T 51«0 & =7 g ¥ =
PPV
2 9 8 1 02 09 136 2500 0.00127577 0.97
Model
dB 2 8 8 1 05 09 136 7000 0.00519543 0.96
Model

Ferformance is 0.00127577, Goal is 0

hean Square Error (MSE)

1 1 1 |
0 a00 1000 1500 2000 2500

Stop Training Epochs

Fig. 6: Training part of PPV model for error mingation
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Ferformance is 0.00519534, Goal is 0

Mean Sguare Errar (MSE)

o i i i | | |

0 1000 2000 3000 4000 4000 BO00 7000
Stop Training Epochs

Fig. 7: Training part of dB model for error miniration

Table (3): Training Parametersfor Selected fuzzy M odels.

. g 2 | & 0| §o
uzzy | &2 S 0 S
Inference %‘S 3 5 o 3 § % £ % = g
System | R F g 5 Z | 3 5 T =
w < = > u— 4 il )
MOdd i E 2 LL O B ’5 (@]
o L 3 T+ S S S o
D | % H*
PPV
Model 136 [5, 11] 55 147 165 32 0.95
dB
Model 136 [7,7] 49 136 147 28 0.93
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Table (4): Comparison between recorded and predicted values of peak

particle velocity (PPV) and air vibration (dB) for M odels predictors.

R R 0 gz |Bg |aT |23
S (ol c 0 g © oo - ag iS
Z Y -8.9 STup ST Scv| g9 gg '8§
Be SEQBERESERS | B=€| &= | B2 | &
8 PE |58 |ERsEgE®s | BzE| 52 | BRE| =R
m | § |85 [Bo” Fa” |BZ | BZ|B5 | BS
g |z & - g | &< g | &C
1 2.00 128.0 1.78 124.7 1.74 127.1 1.67 128.0
2 1.70 128.0 1.66 123.5 1.60 124.0 1.60 123.8
3 1.20 122.0 1.20 117.9 1.22 121.2 1.22 122.0
4 1.50 119.0 1.63 123.2 1.56 122.9 1.58 122.3
5 1.50 117.0 1.54 122.1 1.44 120.3 1.54 117.0
6 2.20 136.0 2.87 133.6 2.15 134.6 2.32 136.0
7 2.20 129.0 251 131.1 2.16 129.5 2.12 129.0
8 1.20 125.0 1.37 120.2 1.30 124.2 1.30 124.0
9 1.50 123.0 1.37 120.2 1.30 124.2 1.30 124.0
10 2.70 134.0 3.81 139.2 2.59 134.0 2.64 134.0
11 1.70 124.0 2.29 129.4 2.07 124.7 1.97 124.0
12 1.00 126.0 1.36 120.0 1.30 124.2 1.28 126.0
13 2.00 130.0 2.13 128.1 1.62 130.8 1.55 130.0
14 1.20 128.0 1.97 126.7 1.50 126.1 1.41 127.6
15 1.00 120.0 1.33 119.8 1.23 116.8 0.99 115.9
16 1.20 118.0 1.33 119.8 1.23 116.8 0.99 115.9
17 1.20 125.0 1.77 124.7 1.35 122.2 1.24 121.4
18 1.00 118.0 1.78 124.9 1.35 122.4 1.26 122.0
19 1.00 120.0 1.36 120.1 1.25 117.6 1.02 118.69
20 1.00 109.0 1.33 119.8 1.23 116.9 0.99 116.4
21 1.50 119.0 1.72 124.7 1.05 118.4 1.50 118.4
22 1.00 118.0 1.52 122.6 1.02 117.7 1.00 117.7
23 1.00 119.0 1.52 122.6 1.02 117.7 1.00 117.7
24 1.00 114.0 1.26 119.3 1.01 113.0 1.00 114.0
25 1.20 122.0 1.62 123.7 1.03 118.2 1.23 118.1
26 1.20 112.0 1.60 123.5 1.03 118.2 1.17 118.0
RMSE 0.45 4.92 0.21 2.90 0.17 2.71
VAF 3.23% | 99.83%| 78.39% | 99.94%| 87.00% | 99.95%

9. CONCLUSION

By using 136 data sets of Peak particle velocitgd air vibration (dB), models
predictions of traditional statistics, ANN and fyamere developed. The models were
verified, and compared by using new 26 data setsbohtions. Performance indices
such as variance accounted for (VAF) and the rosanmmsquare error (RMSE) were
calculated to compare the models performance. Tinelsges revealed that, the ANN
and fuzzy models have accurate prediction thanahiaditional regression equations.
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Also, the fuzzy model exhibited slightly higher gigion performance than ANN
model based on the performance indices. So, fragnintkiestigation for safety, Assiut
Cement Company must adopt these models of artifiti@ligence to predict precisely
the damage induced by blasting in their quarry.
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