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Riverbank filtration (RBF) is a natural processjngsalluvial aquifers to

remove contaminants and pathogens in river watethe production of
drinking water as a low-cost water treatment tedbgg. This study
illustrates the development and application of fémdvard back-

propagation network (BPN) as a type of artificiadunal networks. The
BPN prediction results produced good agreement migasured data at a
correlation coefficient above 0.98 for filtrate watquality parameters,
including temperature as well as turbidity, heteophic bacteria, and

coliform removal.
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INTRODUCTION

Harmful contaminants often taint drinking waterwnadirectly from a river, but a low-
cost natural filter may lie just beyond the banKse soil alongside a river can remove
dangerous microbes and organic material as watessfthrough it. The cleaner water
is then pumped to the surface through wells drileshort distance from the rivaris
technique, called riverbank filtration (RBFig. 1), has been used in Europe for more
than 100 years to improve the taste and smell iokithg water and to remove some
hazardous pollutants such as industrial solvents [1

During this process most contaminants presentenstirface water are filtrated and
attenuated. RBF is a highly efficient method fagngicant removal of turbidity [2];
natural organic matter, pest sides, herbicidesydigtlemical, and pharmaceuticals
[2, 3]; microorganisms [4]; salinity [5] and tasied odor which may not be removed
from the surface water by conventional treatmerthows [6].

Recently, riverbank filtration is applied in the itéd States as a treatment technology
due to its removal efficiency and cost-effectivengsdrinking water treatment [7]. In
riverbank filtration, the physical, chemical, andcrobiological qualities of bank
filtered water primarily depend on the quality @fer water. In a situation where
chemical pollution is not serious in river, bankeiied water can be used directly as
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drinking water after disinfection. However, if cantination of river is serious due to
chemicals discharged from industries, additionaatiments are required to achieve
drinking water standards. The quality of bank-fé water is also affected by the
riverbed sediment, the aquifer media, the infiltnatvelocity, and the residence time in
the aquifer [8].

The organic compounds discharged from chemicaltpland industries are the major
contaminants to cause river pollution and subseatuemimpact on the quality of the

bank-filtered water. In riverbank filtration, theaté and transport of organic
contaminants are mainly affected by microbial ddgti@n, sorption to solid matrix,

and attachment to colloidal particles

The effectiveness of RBF for removing surface-watertaminants largely depends on
hydrologic conditions, including well type and wkitation with respect to the river,

river water temperature, characteristics of theerbank material and streambed,
riverbed scouring, and raw water source charattevisVang et al. [2] reported that at
the RBF facility in Louisville, river water infilation into the well is 10% more during

summer than during winter because of decreased wiatmsity with increasing water

temperature. The results suggest that seasonatiearin water temperature should be
considered when evaluating RBF effectiveness.

SETUP AND EVALUATION OF BPN MODEL

An ANN consists of a set of nodes (neurons) orgahinto (1) an input layer, which
receives the input data; (2) one or more hidden layer(s), which process the data; and (3)

an output layer, which produces the network outmany ANN structures have been
proposed and explored since the 1950s. Among thst meearched and widely used
structures in hydrology and water-resource probleres multi-layer feed-forward
networks (MFNs) with back-propagation (BP) trainiatgorithms [9]. The present
study uses the feed-forward back-propagation nét@BPN) to measure the efficiency
of the ANN model. The BPN consists of three or maggers. The typical topology is
shown inFig. 2. The nodes of one layer are connected to the nofdesother layer
with connection weight, but they are not connecd¢tedodes of the same layer. Thus,
each node in a layer receives signals from nodéiseoprevious layer with connection
weights, adds the weighted inputs of all nodesyveds the weighted sum into an
output signal, and transmits the output signah&rtodes of the following layer.

The connection weights between nodes are optimiged) the known input and target
values through an iterative process and error-maaition technique, so that the
network produces outputs close or equal to the kntamget values. The process is
called training of the network. The trained netwaiikh an optimized set of connection
weights is then applied to the validation datatsetstimate the output. The network
where data flow is in one direction is known asféwd-forward network; on the other
hand, the network where the error estimated betwiertarget and ANN-predicted
values is propagated backward for connection weighimization is called the feed-
forward with back-propagation network. Thewffsubroutine available in the Neural
Network Tool box of MATLAB was used to create BPNael [11].
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Fig. 1: Schematic drawing of riverbank filtration [10].
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Fig. 2: Schematic diagram of BPN model.

The predictive performances of BPN are measuredoby efficiency terms: the
correlation coefficient (R); the mean error (ME$, j the systematic difference between
the predicted and measured values; the mean square(MSE); and the root mean
square error (RMSE). The ANN responses are moreigeéf R, MSE, RMSE, and
ME are found to be close to 1, 0, 0, and O, resgedygt In the present study, MSE is
used in the network-training phase, whereas R, RM&H ME are used in the
network-testing phase. A value of 4@ used as the threshold MSE for the training
phase. The training is conducted iteratively utité network MSE decreases to the
threshold MSE value.

INPUT AND OUTPUT OF BPN MODEL

In this study, a data from RBF database publishe@hng et al. [2] was used to test
the objective of this paper. In that database,ydalbservations of water flow,
temperature, turbidity, heterotrophic bacteriagnefd to as HPC) and coliform count
for the Ohio River are available. Also, daily ohsgions of temperature, turbidity
removal, HPC removal and coliform removal for thellvare available. The database is
prepared by the Lousville Water Company (LWC). Byng the river date, well data
could predict using the ANN model and for each @etwant to predict, one or more
element used as input data agable 1.

Table 1. Input parameters of the BPN model and the predicted output results.

Input parameters (for river) Output results (for well)
Water temperature for the last four days Wateptature
Water flow and turbidity for the last four days lidity removal
Water flow and coliform for the last four days CGofim removal
Water flow and HPC for the last four days HPC reatov
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Despite numerous studies, no systematic approestbdn developed so far for the
optimal division of data for the training and valin sets for ANN models [12].
However, training and validation sets must be regmétives of the same population
[13]. Having too few samples in the training sell @iad to poor generalization by the
network. Schaap and Leij [14] showed that 35-37%efdata can be in the validation
set and the rest can be in the training set. N@ettaining and validation data sets are
independent of each other.

RESULTS AND DISCUSSION

Sahoo et al [15] reported that a rise in river flosuses a corresponding rise in river
turbidity. A similar trend is visible for HPC analdorm. It is clear from these study
that, increased concentrations of turbidity, HP@ifarm are positively correlated with
the flow in the river. They stated that, the effemtess of the RBF facility for filtering
each water quality parameter at the well shouledtenated from the corresponding
river water quality parameter and flow.

The BPN-estimated temperature, HPC, log coliforrmaeal, and turbidity were
compared against the respective measured valube &WC RBF facilities irFig. 3.
The prediction performance efficiencies (i.e., RM$E, and ME) are shown in this
figure. BPN performed well in predicting the filtea temperature, heterotrophic
bacterial counts, turbidity content, and coliforemoval Eig. 3). The BPN predictions
for turbidity, HPC removal and coliform removal wearearly identical, each with an R
value close to 1.0. The predicted temperatureefittnate is fairly good (R = 0.989).
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Fig. 3.a: Comparison between measured and estimated temperature of water.
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Fig. 3.b: Comparison between measured and estimated turbidity removal from water.
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Fig. 3.c: Comparison between measured and estimated log coliform removal
from water.
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Fig. 3.d: Comparison between measured and estimated HPC removal from water.

CONCLUSIONS

This study examined the potential application ofNBf predict the filtrate water
guality parameters, including temperature, turbidgtoliform and HPC removal at
RBF facility. The BPN model prediction results puocdd good agreement with
measured data at correlation coefficient above Ball cases. It is clear that BPN is
capable of predicting the efficacy of an RBF fagili

In the absence of detailed underlying physics esgme explicitly in mathematical
equations for the development of a mathematicalahadd due to the lack of detailed
time series data to calibrate and validate the am@stic model, BPN is found to be
viable alternatives for evaluating the efficacyaof RBF facility to predict the trend of
well water quality parameters. Although BPN modsl not a substitute for a
mathematical model, it was found to be promisingiiedicting filtrate water quality.

However, BPN model is empirical and do not hasatbidity to explain the underlying

physics of the system because it produce resuffsc{g) from the set of input

parameters that cause the effects.
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