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Abstract 

Internet of Things (IoT) is growing vastly and survive technology. 

So; it needs authentication solutions (as iris recognition) to bring 

safety, and convenience in data and network sharing in the internet 

of things era. Iris segmentation is most critical stage in the iris 

recognition system. Some challenges to localize iris such as 

occlusion by eyelids, eyelashes, and corneal or specular reflection. 

This paper proposes, a modified algorithm based on masking 

technique; to localize iris. It solves the limitation of the iris data loss 

and inconsistencies factors, for capturing conditions and different 

resolution images. This method gives satisfactory results in factors 

of accuracy and execution time to be used over IoT. The 

segmentation success rate is more than 99.545(%), and execution 

time in worst case 0.758 (sec).The obtained results improve the 

efficiency of the proposed iris recognition method and improve IoT 

security and authentication. 
 

Keywords: Internet of Things (IoT); Iris segmentation; Iris localization; 

Masking technique. 
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1. Introduction 

Internet of Things (IoT) is a concept of connecting any device to the internet. 

This includes everything has internet access (i.e. monitors, mobile phones, 

vehicles...etc.). The IoT purpose is to make things smarter and it provides 

intelligent services [1]. As the IoT continues to grow rapidly from simple 

systems to complex advanced factories; so security is increasingly important. 

A fundamental problem that is pervasive in the IoT today - that must be 

solved - is dealing with security attacks[2].Security is critical to IoT network 

and the first line of defense against data corruption. Ensuring security 

(authentication) is critical as the system is automatically linked to actuators 

and protecting the systems from intruders becomes very important[3]. 

 

The utilization of iris based authentication solutions across all of these 

markets and sectors will add a high-level of security, while keeping systems 

smart, fast, and easy to use. Iris authentication is the process to confirm a 

user‟s identity and is a key factor in securing any IoT device. Iris considered 

more accurate, reliable, and stable. Some desirable properties like 

individuality, uniqueness, stability over the human life, and well protection 

distinguish the iris pattern for human authentication and identification[4, 5]. 

Based on[6], it is the lowest recognition error rate; so it is the best choice in 

different potential applications that need high security. Iris overview and iris 

system components, benefits, drawbacks, and challenges are in details 

discussed in[7]. 

 

In this paper, Iris Identification mechanism for authentication and 

authorization - as well as provenance of information, ownership and “market 

mechanisms” for information - become particularly important in IoT 

environment. The iris recognition system is divided into four main stages, 

after iris capturing: iris segmentation, normalization, feature extraction and 

template matching [5][8].An iris segmentation is the most critical step, which 

includes inner and outer location. Unfortunately, some challenges face iris 

segmentation as corneal/specular reflections, upper and lower eyelids, and 

eyelashes occlusion[9]. It is reported that inaccurate iris segmentation leads to 

failure in matching result. Generally, iris segmentation is time consuming and 

sensitive to noise[4]. In addition, most of traditional techniques like Integro-

differential operator[10] and Circular Hough Transform (CHT) [7] have 
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complex computations and large memory occupation[5]. This have a bad 

effect on bandwidth and server response over iris based IoT authentication 

system. 

 

All of the above challenges make the segmentation so difficult and urgent. 

Therefore, one of the main objectives in this research, is to implement an 

accurate automated segmentation algorithm suitable for IoT servers and 

architecture. It merges iris segmentation and normalization in one point. 

Likewise, get rid of the noise and undesired artifacts mentioned without 

affecting the iris region structure. The proposed algorithm will be tested by 

four famous and recent benchmark datasets for all most capturing conditions 

and different resolution. They are CASIA v.1, CASIA v.4-Interval, 

SDUMLA-HMT, and UBIRIS v.1. 

 

This paper is organized as follows, related methods as previous work is 

introduced in section II. The suggested approach to localize and normalize the 

iris are illustrated in details in section III. Accordingly, section IV presents 

the results and discussion. The benefits of our methodology will be discussed 

in the same division. Lastly, section V, concludes our research work. 

2. Related Work  

The IoT is extremely vulnerable to attacks. Many solutions (like cryptography 

and key management) have been proposed in the recent past. But few 

researches in iris recognition methods for IoT security. Regarding to 

segmentation step, many specular reflection removal, and pupil/iris detection 

methods proposed in the area. Some limitations are in these methods. 

Zhaofeng He et.al.[4], gave good results with the MMU iris database but, it 

didn‟t with CASIA iris database V3. Ann A. Jarjes et.al.[11], iris structure 

was totally modified so; it is unsuitable to generate the iris template. In 

addition, in order to fill all dark points, this technique sweeps all image 

without focus on the region of interest. As a result, in my opinion, a waste of 

time for nothing. Moreover, Nguyen Thanh et.al.[12], consolidated shrinking 

and expanding active contour methods when localizing inner and outer iris 

boundaries. 
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A mathematical algorithm by Walid Aydi et.al.[13], to fill the pupil speckles, 

provides faster and less harm to iris structure. But, they did not consider its 

validity to the pupil location. Chunxian Song et.al.[9], Pengfei Cai et.al. [14], 

and Yuhui Lin et.al. [8], algorithms failed to segment some pupil region cases 

due to the speckles in pupil area near the boundary, and the heavy upper or 

lower eyelid covered the iris. Circular masking technique implemented by 

Mahesh Patil et.al.[15]. It was lack to normalization processes. In Safaa S 

Omran et.al.[16], CHT and rubber sheet model used to localize CASIA v.1 

dataset images. It needs more time on CPU execution. Saiyed Umer et.al.[17], 

produced constrained CHT to localize uni-modal iris images taken from four 

datasets (CASIA v.3, MMU1, UPOL, and IITD). It suffers from complexity 

and more iterations.  

 

In[6], [7], mixed algorithms were described to implement an iris recognition 

system based on CASIA v.1 only. CHT with modifications applied to isolate 

the iris. Hough transform is unaffected by noise and it provides good accuracy 

in localization. But, it is computationally exhaustive. It failed to detect some 

circles; since it depends on a threshold values. In order to solve the 

performance limitations of these previous methods; a new method in [18] 

proposed. But, this algorithm faces a limitation of mask size. Moreover, a 

large amount of iris template pixels lost, especially when the pupil size is 

small. This will decrease the scalability. Also, it does not consider the rotation 

or camera distance. This paper proposes a modified masking technique; to 

overcome these issues.  

3. The Proposed Algorithm  

Generally, iris recognition method should be introduced by scanning and 

encrypting users‟ „iris signature‟; to provide a form of biometric 

authentication over IoT. The approach provides iris recognition based 

biometric system in where the camera takes images of persons and sends it to 

the server over internet for further processing and storing, for future usages. 

Camera like infrared camera, webcam, camera of mobile phone, USB Camera 

could be used. IRIS server is used for data storing, processing and analyzing 

for iris recognition process. The iris identification server must have iris codes 

of all users in data base. The basic diagram of overall iris recognition system 

over IoT is illustrated in Fig. 1.  
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In this paper, the iris templates (iris codes) are stored in data base server that 

will be used later for comparing with the next queries of person for 

authentication. If the enrolled iris gets matched with the stored one, then the 

message goes to the administrative to use IoT applications. If not matched, 

then prevent this user. Segmentation step, as the more critical in the 

recognition operation, is proposed. Fig. 2, describes the steps of the proposed 

method. In the following subsections we will illustrate the suggested method 

to generate iris template stored in IoT server in details. 
 

 
 

Fig.1. A block diagram of an iris recognition system over IoT. 

 

 
Fig.2. The block diagram of the proposed iris localization algorithm. 
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3.1 Reflection Removal and Pupil Detection 

In [18], a sequence of morphological operations proposed; to remove the 

corneal and specular reflections in iris images. Regarding pupil detection, 

Adaptive Local Threshold (ALT)algorithm depending on mean filter is used 

to filter bright pixels in the iris image A(x,y). Regards the result binary image, 

shown in Fig. 3, let Rmatrix is the summation matrix for each row, and Cmatrix is 

the summation matrix for each column. The row-centroid (Rc) = Index 

(max|Rmatrix|), and column-centroid (Cc) = Index (max|Cmatrix|). The „Index‟ 

parameter is the position (coordinate) of the pixel in image along x-axis and 

y-axis. The sign „|.|‟ means the absolute value. The pupil center point (Pc(x,y)) 

is the intersection point of Rc and Cc. The pupil radius (Rp) calculated as: 

𝑅𝑝 = 𝑚𝑎𝑥 (𝑅𝑝1,𝑅𝑝2,𝑅𝑝3,𝑅𝑝4)     (1) 
Rp1=|Index (P1(x,y)) – Index (Pc(x,y))|    (2) 
Rp2=|Index (P2(x,y)) – Index (Pc(x,y))|    (3) 
Rp3=|Index (P3(x,y)) – Index (Pc(x,y))|    (4) 
Rp4=|Index (P4(x,y)) – Index (Pc(x,y))|    (5) 

 
Each of the points P1, P2, P3, and P4 has the index of the first zero-value pixel 

along the radius axis in the four directions. Pupil detection steps with the 

results are illustrated in Fig. 4, in sequence. The pupil region mask (Mp(x,y)) 

(Fig. 4-d) identified by the center (Pc(x,y)) and the radius (Rp) is multiplied 

again in the original image A(x,y); to isolate the iris region I(x,y) free of 

artifacts without deformation. Pupil border is shown in Fig. 4-f. 

3.2 Masking Technique (MT) 

Let iris image I(x,y) has m×n pixels,  ∀ 1 ≤ 𝑦 ≤ 𝑛 , the eyelashes/eyelids 

removing mask (Me(x,y)) identified as: 

𝑀𝑒 𝑥,𝑦 =  
0 ∶ 1 ≤ 𝑥 ≤ 𝐼𝑛𝑑𝑒𝑥 𝑃4 𝑥,𝑦  , 𝐼𝑛𝑑𝑒𝑥 𝑃2 𝑥,𝑦  ≤ 𝑥 ≤ 𝑚

1 ∶ 𝐼𝑛𝑑𝑒𝑥 𝑃4 𝑥,𝑦  < 𝑥 < 𝐼𝑛𝑑𝑒𝑥 𝑃2 𝑥,𝑦  ,
  

 (6) 
The final mask (MO(x,y)), is shown in Fig. 5-a, identified in binary format as: 

MO(x,y) = Mp(x,y) × Me(x,y)     (7) 
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In [18], a fixed template size (60x90 pixel) generated. This was unsuitable for 

some images in datasets; due to images size and resolution. Some 

modification done over MT; the N pixels to the left and right of the localized 

pupil are concatenated. Iris template is created by mapping the selected pixels 

on a fixed size (60×2N) matrix. see Fig. 5(b-c). 

 
Fig.3. Pupil parameters detection (pupil center Pc(x,y) and pupil radius Rp). 

 

 
Fig.4. Pupil detection steps. 

 

 
(a)     (b)                                     (c)                   

Fig.5. MT processes illustration. (a) Iris mask MO(x,y) by aid of pupil parameters and 

eyelashes mask. (b) Iris template parameters declaration. (c) Final iris template. 
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3.3 Modified Masking Technique (MMT) 

This algorithm is a modification for MT[18]. Let us call it Modified Masking 

Technique (MMT) for future citation. It consists of sequential steps as 

follows: 

 

Step 1- Mask generation: Let iris image I(x,y) with size m×n, the eyelashes 

removing mask (Me(x,y)) updated as[18]: 

𝑀𝑒 𝑥,𝑦 =  
0 ∶ 1 ≤ 𝑥 ≤ 𝐼𝑛𝑑𝑒𝑥 𝑃4 𝑥,𝑦  ,∀ 1 ≤ 𝑦 ≤ 𝑛

1 ∶ 𝐼𝑛𝑑𝑒𝑥 𝑃4 𝑥,𝑦  < 𝑥 ≤ 𝑚,∀ 1 ≤ 𝑦 ≤ 𝑛 
   (8) 

The mask updated sequentially, as shown in Fig. 6, related to each process as 

in the next steps. The occlusion mask (MO(x,y)) identified in binary format as 

in equation (7). 

Step 2- Iris parts detection: Let M be a unit vector with (n) length. From 

point p1(x,y) along the pupil axe till the end of image I(x,y) with length (L). 

Accumulated vector (Vright) generated as a result of convolving the image 

I(x,y) by this binary mask (M). The right border point separates iris-sclera is 

(IR) defined as IR=Index (max (Vright)).As well as the left border (IL) defined 

by the same manner IL=Index (max (Vleft)) in the opposite side. Both Vright and 

Vleft are calculated as: 

𝑉𝑟𝑖𝑔𝑡| 𝑗
=  𝑀𝑖

𝑛
𝑖=1 .∗ 𝐼 𝑥𝑗 ,𝑦𝑘 ∶ 𝑖𝑛𝑑𝑒𝑥 𝑃1 𝑥,𝑦  < 𝑗 < 𝐿, ∀  𝑗 + 𝑖 − 1 <

𝑘 < 𝑗 + 𝑛 − 1  (9) 
𝑉𝑙𝑒𝑓𝑡 | 𝑗

=  𝑀𝑖
𝑛
𝑖=1 .∗ 𝐼 𝑥𝑗 ,𝑦𝑘 ∶ 0 < 𝑗 < 𝑖𝑛𝑑𝑒𝑥 𝑃3 𝑥,𝑦  , ∀ 𝑗 + 𝑖 − 1 < 𝑘 <

𝑗 + 𝑛 − 1  (10) 
Mask convolution operations are illustrated in Fig. 7; to detect the right iris 

border. The result processed image I(x,y) with size m×n, produced as 

multiplication of original image A(x,y) by the new mask (Mm(x,y)) identified 

as: 

Mm(x,y) = MO(x,y) × MLR(x,y)     (11) 

𝑀𝐿𝑅 𝑥,𝑦 =  
0: 1 ≤ 𝑦 ≤ 𝐼𝐿 , 𝐼𝑅 ≤ 𝑦 ≤ 𝑛, ∀1 ≤ 𝑥 ≤ 𝑚 

1 ∶  𝐼𝐿 < 𝑦 < 𝐼𝑅 , ∀1 ≤ 𝑥 ≤ 𝑚
  (12) 

Step 3- Eyelid detection: Firstly, let Ibin(x,y) be the binary image result as 

applying the local average-based ALT filter on A(x,y). Secondly, apply the 

convolution by mask (M). From point p2(x,y) along the pupil axe till the end 

of  N length image Ibin(x,y),  The bottom border point separates iris-eyelid is 
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(IB) defined as IB=Index (max (VB)) identifies the mask MB(x,y). VB is 

calculated as: 

𝑉𝐵| 𝑗
=  𝑀𝑖

𝑛
𝑖=1 .∗ 𝐼𝑏𝑖𝑛  𝑥𝑗 ,𝑦𝑘 ∶ 𝐼𝑛𝑑𝑒𝑥 𝑃2 𝑥, 𝑦  < 𝑗 ≤ 𝑁, ∀ 𝑗 + 𝑖 − 1 < 𝑘 <

𝑗 + 𝑛 − 1  (13) 
The result processed image I(x,y) with size m×n, produced as multiplication 

of original image A(x,y) by the new mask (ME(x,y)) identified as: 

ME(x,y) = Mm(x,y) × MB(x,y)     (14) 

𝑀𝐵 𝑥,𝑦 =  
0 ∶ 𝐼𝐵 ≤ 𝑥 ≤ 𝑚 ,∀ 1 ≤ 𝑦 ≤ 𝑛
1 ∶ 1 ≤ 𝑥 < 𝐼𝐵 , ∀ 1 ≤ 𝑦 ≤ 𝑛 

    (15) 

Step 4- Extract iris: At this point, three points derived in iris mask (IR, IL, and 

IB) as shown in Fig. 8-a, with three distances (Rdist, Ldist, and Ydist) where: 

𝑅𝑑𝑖𝑠𝑡 =  𝑅𝑝1 +   𝐼𝑛𝑑𝑒𝑥(𝐼𝑅 𝑥,𝑦 ) − 𝐼𝑛𝑑𝑒𝑥(𝑃1 𝑥,𝑦 )   (16) 

𝐿𝑑𝑖𝑠𝑡 =  𝑅𝑝3 +   𝐼𝑛𝑑𝑒𝑥(𝐼𝐿 𝑥,𝑦 ) −  𝐼𝑛𝑑𝑒𝑥(𝑃3(𝑥,𝑦))   (17) 

𝑌𝑑𝑖𝑠𝑡 =  𝑅𝑝2 +   𝐼𝑛𝑑𝑒𝑥(𝐼𝐵 𝑥,𝑦 ) −  𝐼𝑛𝑑𝑒𝑥(𝑃2(𝑥,𝑦))   (18) 
In some cases, Rdist ≠ Ldist; due to boundary detection factors, and of course 

the third parameter (Ydist) is not equal to any of them; due to occlusion. In 

addition, some unwanted parts of sclera still find as noise. The mask in this 

case is an ellipse MS(x,y) (see Fig.8-b) identified by the pupil center Pc(x,y) 

and two radii. One of them is Ydist. The other radius Xdist defined as: 

Xdist = min(Rdist,Ldist)      (19) 
The final mask (MI(x,y)) used to localize the iris boundary generated in 

binary format identified as: 

MI(x,y) = MS(x,y) × ME(x,y)     (20) 
The result of mask processing to localize the iris is shown in Fig. 8(c-f). 

Step 5- Normalize iris: As we concentrate on the pupillary zone, the shape of 

generated mask could be approximated to a circle by using an iris radius Ri = 

min (Xdist , Ydist) as iris radius. By using the pupil center Pc(x,y) as reference 

point, pupil radius Rp, and iris radius Ri, rubber sheet model[10]  used to treat 

the inconsistencies invariant. The image I(x,y) transformed from the Cartesian 

coordinate (x,y) to the polar one (r,θ). As shown from Fig. 9, full part of iris 

generated by using θ = (0-2π). 
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Fig.6.The mask generation steps to localize the iris in MMT. 

 
Fig.7. The idea of iris borders detection by using mask operations. 

 

 
Fig.8. Iris mask derivation process with results. (a) Iris radius calculation. (b) MS(x,y) 

calculation. (c-f) The right and left iris borders detection. 

 
(a )                                                 (b)  

 

 (c)                   (d)                   (e)                  (f) 
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Fig.9.Iris template normalization by rubber sheet model. 

4. Results and Discussion 

The performance of the previously discussed method tested, using MATLAB 

(2009a), installed on PC processor Dual-Core 1.6 GHZ/2MB Cache, RAM 

2GB. In these results, four well-known iris databases acquired in different 

criteria are used. They are briefly summarized in Table 1. 

 

-Evaluation metrics: The metrics used to evaluate the pupil and iris 

segmentation in this paper as: 

 

(a) Structural Similarity Index (SSIM): The overall quality assessment 

index is a multiplicative combination of the luminance, the contrast, and 

the structural term computations. SSIM for two images is identified 

as[19]: 

𝑆𝑆𝐼𝑀 𝑥, 𝑦 =
(2𝜇𝑥𝜇𝑦+𝐶1)(2𝜎𝑥𝑦 +𝐶2)

(𝜇𝑥
2+𝜇𝑦

2 +𝐶1)(𝜎𝑥
2+𝜎𝑦

2+𝐶2)
                                      (21) 

Where μx, μy, σx,σy, and σxy are the local means, standard deviations, 

and cross-covariance for images x, and y. Constants C1=C2=0 for the 

universal quality index. 

 

(b) Mean Square Error (MSE): Computes the average of squared 

intensity differences of corrupted and original image pixels as[20]: 

𝑀𝑆𝐸 =
1

𝑚𝑛
  (𝑋 𝑖, 𝑗 − 𝑌(𝑖, 𝑗))2𝑛−1

𝑗=0
𝑚−1
𝑖=0                             (22)  

Where X(i,j) and Y(I,j) are the two images with size m×n pixels. 
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(c) Image Quality Index: It depends on luminance distortion, contrast 

distortion, and loss of correlation factors. The Q index is the product of 

them all as[21]: 

𝑄 = (
𝜎𝑥𝑦

𝜎𝑥𝜎𝑦
)(

2𝑥 𝑦 

(𝑥 )2+(𝑦 )2
)(

2𝜎𝑥𝜎𝑦

𝜎𝑥
2+𝜎𝑦

2)                                                   (23) 

Its range of values between [0,1], where the value 1 means the best 

quality for all. 

 

(d) Accuracy (success rate): the percentage number of successful 

segmented images per total original enrolled. any loss of iris part in the 

segmentation process, in turn, weakens the very useful unique iris 

features, which are essential for differentiating inter- class subjects, thus 

adversely affects the recognition performance of overall system [22].  

 

(e) Execution time: total time required to obtain segmented iris image 

from resized grayscale image. 
These evaluation metrics used in test defined in details with in [18]. 

 
-Simulation results: With the proposed algorithm, the accuracy rate of pupil 

location reaches 99.69% without speckles in all datasets images. It is better 

accuracy rate than some other previous methods as declared in Table 

2.Regarding MT, the variable parameter (N) controls the template size 

(60x2N) varied in range [30-60] pixels. The success rate recorded according 

each benchmark for each value of N in Table 3. In MMT, the mask size (n) 

controls the iris region. In Table 4, the accuracy changed according to the 

value of (n) parameter. SDUMLA-HMT recorded the lowest rate in this 

metric; as its images are very large (768×576 pixels) compared to others.  

 

In addition, the specular reflect in pupil is one circular white spot; our 

algorithm hardly detects pupil with such environmental nature. It is noticed 

that, the best result in MT method is when N=30 pixels. When N is larger, 

parts from sclera included in iris template as noise. N may be increased to 45 

pixels to collect highest useful information in recognition processes. But, in 

UBIRIS only, the accuracy will decrease accordingly. Range of (30-35) for 

mask size (n) in MMT achieves the best accuracy. When (n<30) the final iris 

mask expanded including sclera pixels gradually. For (n>35), the mask loses 
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more information from iris circle. In general, the proposed method is more 

accurate than CHT [23] as listed in Table 5.  

 

The execution time of each proposed method is listed for each test benchmark 

used in table 6. MT is faster than MMT; as it needs little operations. The two 

methods are faster than the CHT due to the iterations the later do. The MMT 

method takes more computations to localize iris region due to the different 

noise challenges facing it.  
 

 

Table 1. Brief description of used databases. 

 

Database/ 

Specification 
CASIA v1[24] 

CASIA v4-

interval[25] 

UBIRIS 

v1[26] 

SDUMLA-

HMT[27] 

Description 

756 iris images 

from 108 eyes, 7 

images in two 

sessions,3 in the 

first and 4 

samples in the 

second session. 

2,639 images 

from 249 

subjects, 395 

classes. images 

were captured in 

two sessions. 

1,877 

images from 

241 persons 

in two 

distinct 

sessions. 

1,060 iris images 

from 106 

individuals. Each 

subject provided 

5 images for each 

eye. 

Image resolution 

(pixel) 
320×280 320×280 200×150 768×576 

Subjects/images  All All All All 

 

 

Table 2.Accuracy comparison with some other methods of pupil detection. 

 

 
Nguyen Thanh 

et.al.[12] 

Chunxian 

Song 

et.al.[9] 

Pengfei 

Cai 

et.al.[14] 

Yuhui 

Lin 

et.al.[8] 

Proposed 

Accuracy 

(%) 
99.20 99.55 93.50 90.00 99.69 
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Table 3. Segmentation success rate for each N pixels in MT. 

 

N 

(pixel) 

Success rate (%) for each database 

CASIA v. 1 CASIA v. 4 SDUMLA-HMT UBIRIS v. 1 

60 96.179 95.724 91.935 78.268 

55 97.453 96.998 93.209 79.542 

50 98.726 98.271 94.482 80.815 

45 100 99.545 95.756 82.089 

40 100 99.545 95.756 87.882 

35 100 99.545 95.756 93.674 

30 100 99.545 95.756 99.467 

 

Table 4. Segmentation success rate for all datasets according to mask size (n) in MMT. 

Mask Size(n)  

(pixel) 

Success rate (%) for each database 

CASIA v. 1 CASIA v. 4 SDUMLA-HMT UBIRIS v. 1 

5 95.362 90.775 82.033 74.394 

10 96.202 91.843 83.379 75.822 

15 97.043 92.911 84.724 77.250 

20 97.883 93.979 86.070 78.678 

25 98.589 96.762 90.913 85.608 

30 99.294 99.545 95.756 92.537 

35 100 97.751 92.971 99.467 

40 98.791 95.957 90.187 93.149 

45 97.581 94.163 87.402 86.831 

50 96.372 92.369 84.618 80.512 

55 95.162 90.575 81.833 74.194 

60 94.322 89.507 80.487 72.766 

Table 5.Segmentation success rate comparison between CHT and proposed method. 

Dataset/Method 
Success rate(%) 

CHT + Rubber Sheet Model[7], [23] Modified Masking Technique 

CASIA v. 1 99.867 100 

CASIA v. 4 82.274 99.545 

SDUMLA-HMT 85.645 95.756 

UBIRIS v. 1 82.690 99.467 
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Table 6.Execution time comparison of the proposed algorithms. 

Dataset/Method 
Execution time(Sec) 

CHT + Rubber Sheet Model[7], [23] MT MMT 

CASIA v. 1 21.630 0.0002 0.758 

CASIA v. 4 16.359 0.0009 0.996 

SDUMLA-HMT 26.480 0.0004 0.850 

UBIRIS v. 1 21.630 0.0004 0.957 

 

-Discussion: The advantages of the proposed approach are: (1) It is fast; this 

makes it suitable for implementation by many solutions. It is useful in real-

time application, (2) It is a simple method, that it removes iris occlusions and 

reflections with less computations and memory occupation, (3) It Merges iris 

segmentation and normalization into one stage.In MT, a large amount of iris 

template pixels lost, especially when the pupil size is small. This will 

decrease the scalability. Also, it does not consider the rotation or camera 

distance. These issues solved by MMT. In general, the proposed approach is 

faster than CHT. In addition, iris localized free of reflections and occlusions 

without reformation of structure and with no iterations. On other hand, some 

samples failed to detect the iris region successfully. The causes for iris 

boundary failure as: (i) iris area is smaller than the size (60×2N pixel) 

identified in proposed (MT). (ii) If pupil detected wrong; the iris also failed to 

detect. This could be enhanced by adjusting the mask size (n) parameter and 

used thresholds. 

 

It is noticed from Table 2, the enhancement in the accuracy 

factorbetweenNguyen Thanh et.al. [12], Chunxian Song et.al. [9], and the 

proposed method in this paper is nearly small. But, the from complexity 

analysis view point this proposed distinguishes by other important factor in 

real-time application. Based on Table 6, the execution time in worst case of 

masking technique is 0.0009 sec compared with Nguyen Thanh et.al. [12], 

Chunxian Song et.al. [9] ( the best case of the execution time in the same 

database not less than 2.397  sec). The reason that the proposed masking 

technique does less iterations and so complexity. 

5. Conclusion  

The paper has presented an automated segmentation technique over internet 

of things in which an iris recognition system is used. The proposed method 
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just need any camera interface and IoT server. As presented, a failure in iris 

boundary localization, is a vital error pattern matching and identification over 

IoT server. Consequently, this will affect badly the recognition rate. The 

proposed isolates the iris free of artifacts without changing its structure. In 

this proposed method. modified masking technique (MMT) solved the 

limitation of the iris data loss in Masking Technique (MT) and inconsistencies 

factors. The obtained result using the proposed technique is fast, more 

accurate, and has not harm effect to iris structure. It is suitable for improving 

IoT security and authentication. In future, iris encoding and identification 

over IoT server will be proposed.  
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