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Abstract: Stuttering represents the main speech disfluency problem with the most two common stuttering disfluencies events are 
repetitions and prolongations. It is most desired to classify these disfluencies automatically rather than manually classification, 
which is a subjective, time-consuming task, and depends on speech language pathologists experience. In the proposed work, a new 
automatic classification approach is presented which depends on using the i-vector methodology that was usually used only in 
speaker verification/recognition applications, a sufficient accuracy relative to the amount of data used resulted as 52.43% 
,69.56%,40%,50% for normal, repetition, prolongation, rep-pro1 classes respectively and 64.75%,71.63% for normal, disfluent 
classes. Best accuracies for classifying the rep. and pro. classes with equal number of samples in each class resulted from the i-
vector approach with 77.5%, 82.5% for rep., pro respectively compared to the Mel-Frequency Cepstrum Coefficients/Linear 
Prediction Cepstrum Coefficients (MFCC/LPCC)- K-Nearest Neighbour/Linear Discriminant Analysis (KNN/LDA) approaches 
tested on the same data set. 
 
Key words: Stuttering, Disfluencies events, I-vector, Equal size classes. 

1 INTRODUCTION  
Speech is the most natural way of communication between humans. It consists of articulation, voice, and fluency. 

Lungs are the source of energy for the sound, vocal cords affect the airflow from lungs to produce quasi-periodic 
excitation and the vocal tract shape controls the produced sound unit [19],[9].  

Speech fluency is the main feature that affects transferring of information via speech. It is defined by the simplicity in 
connecting syllables, sounds, phrases and words together to form a message.  

Stuttering is defined as a disorder in the flow of speech through involuntary syllable/word and phrase repetitions, 
interjections, silent pauses, hesitations, blocks and prolongations (Table 1 explains different stuttering events with an 
example on each)[1],[20]. There is 1% of the population suffers from speech stuttering, it affects both male and female 
but with ratio 3-4:1 times, which makes it one of the main problems in the speech and language pathology field. Speech 
pathology treatments help people who stutter to produce a fluent speech. Repetition and prolongation are the most 
frequent disfluencies in stuttered speech, so they have been used in stuttering assessment which is important before and 
after speech therapy to evaluate the stuttering performance, Speech language pathologists SLP usually do assessment 
through manually counting and classifying the number of occurrences of disfluencies after transcribing the recorded 
speech, but this method is time-consuming, prone to error, subjective and inconsistent also it depends on the experience 
of SLPs, so it is better to automate the classification of disfluencies using speech recognition technologies and 
computational intelligence.       

The rest of the paper is organized as follows: In section 2, the past solutions for the predetermined problem via 
different classification and feature extraction techniques are presented. In section 3, the used dataset has been defined. In 
section 4, the proposed work is introduced with a brief description of each step in the work presented in a separate 
subsection. Section 5, shows the experimental results of the work, and section 6 present the paper conclusion with the 
future work. 

TABLE 1: STUTTERING EVENTS 
Stuttering disfluency Description Example 

Syllable repetition Repeating a syllable w w where is she going? 
Phrase repetition Repeating a phrase Where is where is she going? 
Word repetition Repeating a whole word Where where is she going? 
Prolongation Extending a sound for a long duration Where is shshshshshe going? 
Interjections Adding irrelevant meaningless words Where is um she going? 
Silent pauses Adding pause within a word Where is she go-(pause)-ing? 
Blocks Adding a long silence between words Where is she (block) going? 

 
                                                            
1 The category that includes segments of both repetition and prolongation disfluencies appear at the same time. 
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2 LITERATURE REVIEW  
Many research works have been done on the problem of classification of stuttering events in past years, most of these 

research works have focused especially on the recognition of repetition and prolongation stuttering events as the most 
common events appears in stutterer's speech. In [1], the authors used Mel-frequency cepstral coefficients (MFCC), 
perceptual linear predictive (PLP) features to represent speech signals, then with calculating a similarity matrix and using 
some morphological image processing tools to process the similarity matrix after converting it to an image, the disfluent 
parts are detected with the best accuracy of 99.84% for prolongation detection, 98.07%, 99.87% for syllable/word and 
phrase repetition detection respectively. In [7], speech signals were represented using six acoustic features: volume, zero-
crossing rate, spectral entropy, high order derivatives, VH and VE curve, and speech segments were detected using end-
point detection technique according to the VH curve threshold, dynamic time warping (DTW) was used for repetition 
recognition with an accuracy of 83%. GMM and Gaussian super vector support vector machine (SVM) have been used 
for repetition and prolongation disfluencies classification in [6] with MFCC and its derivatives as a speech 
parameterization technique, with a resulting accuracy of 93.79% from GMM classifier and of 98.24% from GMM-SVM 
one. Prosodic features that represent several human speech characteristics like speaking rate, pitch, loudness, energy, and 
duration have been used with cepstral features, MFCC, delta Mel-frequency cepstral coefficients (DMFCC), delta-delta 
Mel-frequency cepstral coefficients (DDMFCC), in classification of repetition and prolongation stuttering disfluencies in 
[4] with the results of classification have been tested using SVM classifier, Using cepstral features alone with SVM 
obtained an accuracy of 84.73% unlike using the combination of prosodic features and cepstral ones, which obtained a 
96.85% accuracy with an improvement in performance of classification between 2 and 3% than using cepstral features 
alone. In [2], three types of features were used to detect repetition disfluency in stuttered speech, these features were 
MFCC, formants, shimmer, with a total feature vector of 17 features (13 MFCC + 3 formants + 1 shimmer), and after 
extracting these features from each isolated unit of the data used, they are compared to the features of the subsequent 
units and using the dynamic time warping DTW technique with a suitable threshold, each unit is classified to be either 
repetition or no repetition one with a resulting classification accuracy of 94%. In [5], classification of four types of 
disfluencies have been proposed using MFCC as feature extraction technique used to estimate the Gaussian mixture 
model (GMM) model parameters, with a resulting performance of 96.40%, 95.0%, 95.70%, 98.60% for syllable 
repetition, word repetition, prolongation, interjection disfluencies respectively with the best accuracy resulted from using 
a 64 GMM mixture components. Artificial Neural Network (ANN) has also been used as a classifier in [3] for detection 
of repetition and prolongation stuttering disfluencies with different combinations of acoustic and pitch related features 
(MFCC, pitch, energy, zero crossing rate and formants) used as a representation of the speech signals, the best accuracy 
had been achieved using MFCC alone with a 88.29% average accuracy while the combination of formants, pitch, energy 
features achieved best accuracy for repetition detection with 94.52% and the best accuracy for prolongation disfluencies 
detection was 96.71% from using MFCC and formants features. Authors in [11] have addressed the difference between 
using MFCC and linear prediction cepstral coefficients (LPCC) in recognizing repetition and prolongation stuttering 
events, the K-nearest neighbor(KNN) and linear discriminant analysis(LDA) classifiers have been used to test these two 
feature extraction techniques with a resulting accuracy of 92.55% for using MFCC and 94.51% for LPCC, with a 
conclusion that LPCC outperforms MFCC in such a problem. 

 

3 EXPERIMENTAL DATA 

The part of data used in this work have been chosen from the College London Archive of Stuttered Speech (UCLASS) 
database [16] that is designed to be used for research and clinical purposes to detect the language and speech behavior of 
stuttered speakers. In the proposed work, the subset used from the UCLASS database contains 39 reading records, 
consists of 18 speakers (males, and females) with a wide range of age (between 8 and 20 years) and stuttering events. 
 

4 METHODOLOGY 
I-Vector methodology has been recently used in speaker recognition/verification applications and proved significant 

results in such applications. In the proposed work, I-Vector has been used for classification of the two most common 
stuttering disfluencies which are repetitions and prolongations. The process of applying the I-Vector methodology in 
stuttering disfluencies classification contains four main steps which are: Data Segmentation, Feature Extraction, I-Vector 
algorithm, and Classification. Figure 1 shows these main steps, with the sub-steps of each. In the following subsections, 
each of these steps will be explained concisely. 

A. Feature Extraction 

It is the process of extracting parameters from the speech signal that represent it to be used in modeling and pattern 
matching techniques of speech processing applications. 
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Figure 1: I-Vector Methodology 
 
Mel Frequency Cepstral Coefficients (MFCC) is considered the most popular used feature extraction technique that 

characterizes speech signals in both speech and speaker recognition applications due to its robustness in recognition tasks 
related to the human voice. That is because they mostly represent phonetic and vocal cavity information and so represent 
the human auditory response more closely. It is also based on the variation known of the human perception to different 
frequencies, and so a Mel-scale is used such that it deals with the frequencies up to 1 KHZ linearly and logarithmically 
with frequencies above 1 KHZ, so emphasize more the lower frequency range [18]. 

The result of MFCC is a multidimensional feature vector for each speech frame, mostly 39 features are used (12-MFCC 
+ Energy), their delta and their delta-delta coefficients. 

The following is a brief description for steps needed to extract MFCCs from a speech signal: 

1) Pre-emphasize: Passing the speech signal through a filter to emphasize  higher frequencies: 
yሾnሿ 	ൌ 	xሾnሿ	– 	axሾn െ 1ሿ    , 0.9 ≤ a ≤ 1                 (1) 

where x[n] is the input speech signal, and y[n] is the output signal. 
 

Data Segments  

MFCC Features 

Training Phase 
(Training Data) 

Enrollment Phase 
(Enrollment Data) 

Testing Phase 
(Testing Data) 

Sufficient Statistics 
(Segment, UBM) 

GMM-UBM 
 (All Segments) 

LDA reduction matrix 
(Training I-Vectors) 

I-Vector for each segment 
(Segment statistics, UBM, T.V. matrix)

One I-Vector for each 
class

Sufficient Statistics 
(Segment, UBM) 

Total Variability matrix 
(All Statistics, UBM) 

Sufficient Statistics 
(Segment, UBM) 

New I-Vector for each 
class (Model I-Vectors)

New I-Vector for each test 
segment (Test I-Vectors)

Minimum Distance calculation between each Test I-
Vector and Model I-Vectors

Egyptian Journal of Language Engineering, Vol. 4, No. 1, 2017 13



 

2) Framing and Windowing: To divide the speech signal into frames of size (10-msec:30-msec), with an overlap 
between each two adjacent frames ranging from 25% to 70% of the frame size, then using the window function 
(2) to minimize discontinuities between signal frames. 

ሾ݊ሿݓ ൌ 5.4 െ 0.46 cos ቀ
ଶᴨ௡

௡ିଵ
ቁ    , 0 ≤ n ≤ N-1          (2) 

3) Signal Spectrum: Fast Fourier transform (FFT) is applied on windowed frames to get the magnitude frequency 
response(spectrum) of these frames. 

4) Mel-Scale and Filter bank analysis: Mel frequencies can be obtained from linear frequencies through this 
transformation: 

ሺ݂ሻ݈݁ܯ ൌ 	2595 logଵ଴ ൬1 ൅
݂
700

൰																															ሺ3ሻ 

After that, a set of triangular band pass filters (filter bank) which are equally spaced on the Mel-scale are applied 
on the resulting spectrum from Step-3 to get the energy of each filter. Then a logarithmic function is applied on the 
resulting energies to get the log energies of filters. 
 

5) Cepstrum Coefficients: Finally, a discrete cosine transform (DCT) is performed on the log energies to transform 
from frequency domain analysis to time domain analysis and extract the Mel-frequency cepstrum coefficients 
through (4). 

௠ܥ ൌ 	෍ cosሾ݉ሺ݇ െ 0.5ሻሿ ,					௞ܧ ݉ ൌ 0,1,2, … ܮ

ே

௞ୀଵ

									ሺ4ሻ	 

where N is the number of filters, L is the number of MFCCs, and Ek is the log energies obtained from filters. 
Dynamic behavior of the speech signal can be computed through equation (5) which computes either Delta (1st 
derivative) or Delta-Delta (2nd derivative) cepstral coefficients which represent the speech rate and speech 
acceleration respectively. 

௠ሺ݈ሻܥ∆ ൌ 0.5	ሾܥ௠ሺ݈ ൅ 1ሻ െ	ܥ௠ሺ݈ െ 1ሻሿ                           (5) 

where ∆࢓࡯ሺ࢒ሻ	is the delta or delta-delta cepstral coefficients at frame l. 
 

B. I-Vector Algorithm 
I-vector is a factor analysis front end approach that is more developed than joint factor analysis (JFA) approach, and 

has been recently used in speaker recognition/verification applications. Its main idea depends on representing the GMM-
Super Vector by a low dimensional vector that contains both speaker and channel variability subspaces in a single total-
variability space [12],[15]. 

In the proposed work, I-vector methodology have been used in the context of stuttering disfluencies classification 
through three main phases: training, enrollment (modeling) and testing, in the following subsections steps for each phase 
is illustrated: 

 
1) Building a UBM: A universal background model (GMM-UBM) is built from the set of MFCC feature vectors 

that were extracted from the whole training speech segments to represent the general distribution of the training 
data features [14],[17]. 

The utterance GMM super vector M is defined as: 
ܯ																																															 ൌ ݉ ൅  			ሺ6ሻ																																					ݓܶ

where m is the UBM super vector, w is a random vector having a standard normal distribution, represents the total 
factors, and its mean called the identity vector or (I-vector), T is the total variability matrix. 
 

2) Sufficient Statistics: Sufficient statistics represent Baum-Welch statistics that are calculated for each audio 
segment to be used next in extracting the corresponding I-vector [13]. Equations (7),(8) represent the extracted 
statistics for a segment with L frames, using the UBM Ω which consists of a C mixture components: 

																																 ௖ܰ ൌ 	෍ܲݎሺܿ|ݕ௧	, Ωሻ

௅

௧ୀଵ

																																	ሺ7ሻ 
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௖ܨ																																	 ൌ 	෍ܲݎሺܿ|ݕ௧	, Ωሻ

௅

௧ୀଵ

 ሺ8ሻ																															௧ݕ

where c = 1,2,...C and ܲݎሺܿ|ݕ௧	, Ωሻis the posterior probability of mixture c generating the vector ݕ௧. 
 

3) Total Variability Space: The total variability space, represented by a total variability matrix T, is used as a 
feature extractor to extract the I-vector with a specific dimension/length from each speech segment. It contains 
the primary directions of variability from all training data and so it is trained using the training data sufficient 
statistics and the UBM through applying the Expectation Maximization (EM) algorithm, which calculates the 
maximum likelihood estimate of the total variability matrix [8], [13].  

 
4) I-Vector Extraction: After obtaining the total variability matrix, it is used as a feature extractor to extract the I-

vector for each segment which is the mean of a hidden variable w that is defined by its posterior distribution 
conditioned to the sufficient statistics of a segment [13]. The following equation (9) is used to extract the I-
vector for each segment. 

ݓ																											 ൌ ൭ܫ ൅ ܶ௧෍ܰሺݑሻ	ܶ

ିଵ

൱

ିଵ

ܶ௧෍ܨ෨ሺݑሻ
ିଵ

																											ሺ9ሻ 

I: is the identity matrix, T: is the total variability matrix, ∑: is the diagonal covariance matrix which models the 
residual variabilities not covered by T, N(u): is a diagonal matrix of diagonal elements NcI, and ࡲ෩ሺ࢛ሻ: is the first 
order statistics for a segment u and is given by: 

௖෩ܨ																																	 ൌ 	෍ܲݎሺܿ|ݕ௧	, Ωሻ

௅

௧ୀଵ

ሺݕ௧ െ ݉௖ሻ																																					ሺ10ሻ 

where mc is the mean of mixture component c of the UBM. 
 

5) LDA: In the proposed work, linear discriminant analysis (LDA) is used to maximize the between-class 
variations SB while minimizing the within-class variations SW through the I-vector dimensionality reduction, this 
is done after getting the eigenvector matrix(eigenvectors with the highest eigen values) and multiplying it by 
each I-vector to obtain the new comparable I-vectors [10]. This means maximizing the Fisher's criterion:  

																																					max
௩

ቆ
ܸ௧ܵ஻ܸ
ܸ௧ܵௐܸ

ቇ																																																												 ሺ11ሻ 

and V is the eigenvector matrix obtained from solving the eigen value system: SB V = D SW V , where D is the 
eigen value. 
 

C. Classification 
The classification step in the proposed work was done with the minimum distance classifier using the Euclidean 
distance (12): 

ݐݏ݅݀                          ൌ 	ඥ∑ሺ݈݉݁݀݋ െ  ሻଶ                                        (12)ݐݏ݁ݐ

in which distance between each test I-vector is measured against all model i-vectors, and then the test segment is 
classified to belong to the model/class with the minimum distance. 
 

5. EXPERIMENTAL RESULTS 
In the proposed work, the dataset used was segmented manually into 1380 segments which are divided into the four 

categories: Normal, Repetitions, Prolongations, and Repetitions-Prolongations, with a part of these segments for each 
category divided as 852, 351, 85, and 92 for Normal, Repetitions, Prolongations, and Repetitions-Prolongations 
respectively. 

Training phase has used around 80% of these segments from 14 speakers and the rest 20% from the 4 remaining 
speakers have been used for enrollment and testing phases with approximately half of the files used for enrollment and 
the other half for testing.   

The proposed work has proved a fair accuracy in using the I-vector methodology in the area of stuttering disfluencies 
classification. The following subsections discuss the classification done by different approaches for the four classes of 
interest and for Repetition, Prolongation classes only. 
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The approaches used are two of the frequently features/classifiers sets that have been used in some research works 
before for solving the same problem of disfluencies classification specially repetition and prolongation disfluencies. 
These sets contain MFCC, LPCC as the features extraction techniques and KNN, LDA as the classifiers. 

 
A. Four Classes Classification: 
Tables 2 and 3 represent the resulting accuracies in the 4-classes classification with different combinations of (old I-

vector length/new I-vector length after dimensionality reduction). Table 2: represents the accuracies when data segments 
classified into the four interested classes, while Table 3 represents the accuracies when data is classified to be either 
normal or disfluent only, with the disfluent class contains the data of the (repetition, prolongation, rep-pro) classes. 

Figure 2 represents the comparison done by the different approaches in classifying the pre-described segments into the 
four classes.   
 

TABLE 2: THE 4-CLASSES CLASSIFICATION ACCURACIES FOR DIFFERENT I-VECTOR SIZES 
I-Vector Size Normal Repetition Prolongation Rep-Pro 

150/75 50.12% 64.24% 38% 17.5% 
200/175 47.56% 69.56% 33.33% 50% 
300/200 52.43% 69.56% 40% 50% 

 
TABLE 3: THE CLASSIFICATION ACCURACIES FOR NORMAL AND DISFLUENT CLASSES 

I-Vector Size Normal Disfluent 
150/75 64.75% 71.63% 
200/175 61.49% 71.42% 

 
 

 

Figure 2: Different Approaches with 4-Classes Classification  
 
From the presented tables, it is noticed that I-vector results vary between classes according to number of training, 

enrollment and testing segments relative to the total number of segments used in the training process of the UBM and 
total variability matrix.   

Regarding the results in figure 2, when calculating the average accuracy of all classes for each approach, the I-vector 
will produce 47.43%, 46.15% for IV(100/75) and IV(150/100) respectively where LDA average accuracies are 48.72% 
(MFCC/LDA), and 32.22% (LPCC/LDA) and the KNN with 26.52% (MFCC/KNN) and 27.55% (LPCC/KNN). This 
indicates that KNN as expected will not perform well for classes with variable length, but LDA and I-vector can produce 
a better but not optimal performance.  

 
B. Repetition and Prolongation Classification: 
Almost all research works done in stuttering classification area concentrate on classification of repetition and 

prolongation classes due to their frequently occurrences in stuttering speech. So that, a comparison done with the two 
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different approaches regarding these two classes only. Tables 4 and 5 present these comparisons in terms of different 
frame lengths, different combinations of feature/classifier set and two different old/new I-vector lengths. 

   Table 4: shows the result of this comparison with a total number of samples of 351,85 for repetition and 
prolongation respectively with a 80% / 20% of samples are chosen for training and testing while Table 5: shows the 
same comparison presented in table 4 but with an equal number of training and testing samples in both classes (69 
samples for training and 16 samples for testing).       

 
TABLE 4: THE CLASSIFICATION ACCURACIES FOR REPETITION AND PROLONGATION CLASSES 

  MFCC/KNN MFCC/LDA LPCC/KNN LPCC/LDA IV(100/75) IV(150/100) 

10ms 
Rep. 98.57% 58.57% 90% 51.42% 65.55% 66.66% 

Pro. 12.5% 43.75% 18.75% 62.5% 92.5% 90% 

20ms 
Rep. 95.71% 58.57% 91.43% 51.42% 65.55% 65.55% 

Pro. 18.75% 50% 18.75% 62.5% 92.5% 72.5% 

30ms 
Rep. 98.57% 57.14% 91.43% 54.28% 62.22% 63.88% 

Pro. 12.5% 43.75% 18.75% 62.5% 95% 97.5% 
 

TABLE 5: CLASSIFICATION ACCURACIES FOR EQUAL REPETITION AND PROLONGATION CLASSES 
  MFCC/KNN MFCC/LDA LPCC/KNN LPCC/LDA IV(100/75) IV(150/100) 

10ms 
Rep. 50% 50% 50% 43.75% 60% 65% 
Pro. 68.75% 68.75% 43.75% 75% 77.5% 42.5% 

20ms 
Rep. 56.25% 43.75% 50% 37.5% 62. 5% 57.5% 

Pro. 50% 56.25% 50% 75% 82.5% 65% 

30ms 
Rep. 50% 43.75% 50% 37.5% 62.5% 77.5% 
Pro. 50% 56.25% 56.25% 68.75% 82.5% 67.5% 

 
It can be noticed from these tables that in case of different classes size, the KNN produced the best accuracy in 

repetition classification due to the large amount of data in this class (351 samples) with relative to the amount of data in 
prolongation class (86 samples) which dominate the neighbors of test samples and lead to the high misclassification rate 
of prolongation samples, while I-vector approach produced the best accuracy in prolongation classification due to the 
small number of test segments which equal to half of the test samples number as the other half is used for enrollment step 
and production of the each class reference I-vector which lead to a high accuracy with a small number of truly classified 
samples. 

In case of equal classes size, the I-vector approach has outperformed the other approaches and achieved a sufficient 
accuracy in both classes as they have the same number of training, enrollment, and test samples.  

   
6. Conclusion 

A new applied approach to the classification of stuttering disfluencies was presented in this paper. This approach 
depends on using I-vector methodology, and extracting one model I-vector for each class of the four classes we are 
interested in during this study (normal, repetition, prolongation and rep-pro) with also extracting an I-vector for each test 
speech segment, then comparing each test I-vector with the four models I-vectors using the minimum distance classifier 
to decide the class this test segment relates to. This approach has achieved a classification accuracy of 52.43%, 69.56%, 
40%, 50% for the normal, repetition, prolongation and rep-pro classes respectively and a classification accuracy of 
64.75%, 71.63% for the main normal and disfluent classes. It is concluded from testing different combinations of I-vector 
lengths before and after dimensionality reduction that as the number of classes increases, the accuracies will be increased 
also while exceeding the I-vector length. 

The results of I-vector are also compared with MFCC/LPCC, KNN/LDA features/classifiers sets to classify the four 
classes of interest and to classify repetition and prolongation classes only. The results indicate that for equally sized 
classes with a small amount of data used for training and testing, the I-vector resulted in the best accuracy with relative to 
other approaches used and so as the size of classes increase equally, it is expected to improve the accuracy of the 
classification process. While in different classes size, the I-vector may be not the optimal approach although it achieved a 
fair accuracy according to the amount of data for each class.  

The presented results introduce using the I-vector approach in speech recognition tasks in addition to its use in speaker 
recognition applications which can help researchers to try improving its performance in speech recognition tasks. 

Future work will focus on increasing the amount of training and testing segments for all classes, combine I-vector 
with other features and test different classifiers than the minimum distance one. Comparing the results with different 
approaches used in the same problem, testing the I-vector approach on different stuttering events like(blocks, hesitations 
and so on), and testing the approach on Arabic speech disfluencies segments. 
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ARABIC ABSTRACT 
 

  I-Vectorعوامل التمتمة باستخدام  تصنيف
  4، نيفين غمري  3 شومان. إ، محمود  2، شريف عبده 1سماح أ. غنيم

  ،كلية الحاسبات و المعلومات، جامعة القاھرةقسم تكنولوجيا المعلومات

  
  ملخص

  

و من المھم تصنيف ھذه العوامل أوتوماتيكيا بدلا من التصنيف عاملين و ھما التكرار و الإطالة.  أھمالتمتمة تمثل المشكلة الرئيسية في التخاطب من خلال 

اتيكي و المعتمدة وتومم طريقة جديدة في التصنيف الأيتقديتم  المعتمد علي خبرة أطباء التخاطب. في العمل المقترحاليدوى الغير موضوعي، المستھلك للوقت و 

ارتباطا بكمية البيانات المستخدمة تم الحصول علي النتائج و في تطبيقات التعرف و التأكد من المتحدث. المعتاد استخدامھا   I-vector علي استخدام منھجية ال

% للتصنيف إلي طبيعي و متلعثم علي 71.63% و 64.75) و طبيعي، تكرار، إطالة، تكرار و إطالةتصنيفات (ل% ل50% و %40، %69.56، 52.43

% و 77.5بدقة   i-vectorلتصنيف التكرار و الإطالة عند استخدام عدد متساوي من العينات لكل فئة تم الحصول عليھا من استخدام النتائج  أفضل الترتيب.

   .البياناتمجموعة المختبرة علي نفس  MFCC/LPCC – KNN/LDA% للتكرار و الإطالة و ذلك بالمقارنة بمنھجيات ال 82.5
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