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ABSTRACT : When prior information is in the form of marginal distributions, it is advantageous to
consider families of bivariate distributions with specified marginals when modelling bivariate data. Among
these families of bivariate distributions, the Farlie-Gumbel-Morgenstern (FGM) family was studied
extensively by many authors. Several modifications to the FGM family have been proposed in the literature
to increase the range of the correlation between its marginals. One important limitation of the FGM family

is that the correlation coefficient between its marginals is restricted to a narrow range [— %%] One of the

most pliable and robust extensions of the classical FGM family of bivariate distributions is the Sarmanov
family, which was proposed and used by Sarmanov (1974) as a new model of hydrological processes, inter
alia. Despite the salient and almost unique features of this family, it is never used in the literature. We study
the concomitants of k —record values based on Sarmanov exponential distribution. Also, we derived the
joint distribution of concomitants of k —record values based on this family.
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.  INTRODUCTION
The concept of record values was introduced by Chandler (1952). Since then, the literature has devoted

a great deal of attention to record values and their applicability in a variety of contexts (cf. Ahsanullah, 2009,
Bdair and Ragab, 2013, and Nevzorov and Ahsanullah, 2000). Sports, seismology, and athletic activities, as well
as industrial stress testing, meteorological analysis, and oil, hydrological, and mining surveys, can all benefit from
record values.

Let {X;,i = 1} be a sequence of independent and identically distributed random variables (RVs) with a common
continuous distribution function (DF) Fx(x) and probability density function (PDF) fx(x). An observation X; is
called an upper record value if its value exceeds that of all previous observations. Thus, X; is an upper record if
X; > X; forevery i < j. Ananalogous definition can be given for lower record values. The model of record values
becomes inadequate in several situations when the expected waiting time between two record values is very large.
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For example, serious difficulties for the statistical inference based on records arise because record data is
extremely rare in practical contexts and the predicted waiting time for each record following the first is infinite.
In those situations, second or third largest values are of great importance. These issues are avoided, however, if
we consider Dziubdziela and Kopocinski’s (1976) k —record value model, refer also to Amany et al. (2019),
Berred (1995), and Fashandi and Ahmadi (2012).

The definition of nth upper k-record is given by Dziubdziela and Kopocinski (1976), as follows:

For a positive integer k, define T, =k and for n =2, T,, =min{j:j > Tp_1p, Xj_g+1.j >
Xr g k1T o L8 Z e = X1 kvt o 2 1, where X;.,, denotes the ith order statistic in a sample of size
n. The sequence {X,, ,,n = 1} is referred to as the sequence of upper k —record values. Therefore, this sequence

is the sequence of the kth largest observations yet seen. In an analogous way, a lower k —record value can be
defined. If we put k = 1, the results for usual records can be obtained as a special case.

The PDF of the nth upper and lower k-record values are respectively given by

98 (0) = 2o (log (Fy (o)™ (Fyr(6) e (x)
and

N0 = s (g (Fx GO (Fx () e (),

where I'(.) is the usual gamma function and Fy(x) = 1 — Fx(x). Moreover, the joint PDF of X,S”k) and Xf,?)k is
given by

k™ — e k-1
Tonnse (1, %2) = gt (~log(Fy ()" (Fx (x2)

x (-1 ﬁx(x2>)m‘"‘1 FxGDfx ()

= = X1 < X
Fx(x1) Fx(x1) L 2

When prior information is in the form of marginal distributions, it is advantageous to consider families of bivariate
distributions with specified marginals when modelling bivariate data. Among these families of bivariate
distributions, the Farlie-Gumbel-Morgenstern (FGM) family was studied extensively by many authors. This
family is represented by the bivariate DF Fy y (x,y) = Fx(xX)Fy()[1 +60(1 — Fx(x))(1 - F,(¥))], -1 <6 < 1,
where Fx(x) and Fy(y) are the marginal DF’s of the two RVs X and Y, respectively. One important limitation of

the FGM family is that the correlation coefficient between its marginals is restricted to a narrow range [—%ﬂ

Accordingly, this family can be used to model the bivariate data that exhibits low correlation. For some
applications of the FGM family, we refer to Drouet and Kotz (2001) and Schucany et al. (1978) and the references
therein.

Several modifications to the FGM family have been proposed in the literature to increase the range of the
correlation between its marginals. Among them, Cambanis (1977) proposed a three-parameter distribution family
as a natural generalization of the multivariate FGM family. This family has the advantage of containing all
conditional distributions of the multivariate FGM family, but it marginally outperforms the FGM in terms of the
correlation coefficient. Furthermore, unlike the FGM family, the Cambanis family’s marginals are not Fy and Fy,
but are determined uniquely by them. For more details about this family, we refer to Abd Elgawad et al. (2021b),
Alawady et al. (2021b), and Nair et al. (2016). After few years, Huang and Kotz (1984) used successive iterations
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in the FGM family to increase the correlation between components. They demonstrated that for certain marginals,
just one iteration can triple the covariance. The maximum positive value of the correlation coefficient in the two-
parameter single-iterated FGM family when the marginals are uniform is 0.434. Recently, this family was studied
in different aspects by Alawady et al. (2020), Barakat and Husseiny (2021), and Barakat et al. (2021).

Once again, two extended families were proposed by Huang and Kotz (1999), in which an extra shape parameter
is employed as an exponent of marginal DFs or their survival functions. These families have the highest positive
correlations of 0.375 and 0.391. For more details about these extensions, we refer to Abd Elgawad et al. (2020,
2021c), Bairamov and Kotz (2002), and Fischer and Klein (2007). Bairamov et al. (2001) proposed a five-
parameter family as the most general form of the FGM family. For uniform marginals, the correlation coefficient
of this extension is in the range (—0.48,0.502). For some recent works about this family and its properties, see
Alawady et al. (2021a). Bekrizadeh et al. (2012) presented an extension for the FGM family by adding two new
shape factors and demonstrated that the strongest positive Spearman’s correlation coefficient between the
marginals is 0.43. For some recent works pertain this family, see Abd Elgawad et al. (2021a).

Sarmanov (1974) proposed a new mathematical model of hydrological processes described by the following
family of bivariate DFs

Fyy(x,y) = Fx(X)Fy () [1 + 3aFx (x)Fy ()

+5a%(2Fx (x) = 1)(2F, (y) = DFx()F, )], la] < g (11
denoted by SAR(a). The corresponding PDF is given by

fey (6 y) = fx(Ofy D1+ 3a(2Fx(x) = D) -1

+Za2(3(2Fx(x) -1’ -1DEEFK) - D* - D] (12)

The Sarmanov copula’s correlation coefficient is a. As a result, this copula’s maximum correlation coefficient is
0.529 (cf. Balakrishnan and Lin, 2009; page 74).

All of the foregoing extended families, including the Sarmanov family stated in (1.1) and (1.2), are special
examples of an extended family to the FGM family, which is defined via the PDF

fer (6 y) = fr(GOfrOIL + P(x,y;0)], (1.3)

where fy and f; are the PDFs of Fy, and Fy, respectively, 6 is a shape-parameter vector, 1 + W(x, y; 8) > 0, and
W is a measurable function satisfying E (¥(X,v;0)) = E (¥(x,Y;0)) = 0. This feature leads us to regard the
Sarmanov family as an extension of the FGM family, despite the shape parameter « has no value that makes the
family turns to the FGM family. On the other hand, the PDF (1.3) is a slight modification of the Sarmanov PDF,

which was initiated by Sarmanov (1966), where W(x, y; 8) = 68y, (X)), (), 6 is a shape parameter, 1, (.) and
Y, (.) are measurable functions fulfilling 1 + 6, (x)y,(y) = 0,and E (3, (X)) = E (i, (Y)) = 0.

Among the above-mentioned families, the Sarmanov family is the most efficient. On both the positive and
negative sides, it delivers the best improvement in the correlation level. Furthermore, among all known extensions,
this family contains only one shape parameter, which is shared by the two marginal variates. The last feature
makes it easier to estimate the shape parameter «, in the Sarmanov copula, by using the sample correlation
estimate. Despite all of these distinguishing characteristics, this family has never been used since its inception. In
the present paper, we reveal some additional motivating properties for the Sarmanov family. We also discuss some
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aspects of the concomitants of k —record values. Recently, Barakat et al. (2022) and Husseiny et al. (2022) studied
some aspects of concomitants of OSs and record values from this family.

Let (X;,Y;),i = 1,2,..., bearandom bivariate sample, with a common continuous DF Fy y(x,y) = P(X < x,¥V <
v). When the investigator is just interested in studying the sequence of k —records of the first component X, the
second component associated with the k —record value of the first one is termed as the concomitant of that
k —record value. The subject of k —record values and their concomitants can be found in a wide range of practical
experiments, e.g., see Amany et al. (2019), Bdair and Ragab (2013), Chacko and Mary (2013), Chacko and

Muraleedharan (2018), and Thomas et al. (2014). The PDFs of the concomitants Y[EI”,){] (the nth upper concomitant

of X,(:Q) and Y[if 3{] (the nth lower concomitant of X,(f,z) are given by

fan o) =I5 fx@I0gladx and £, = J, frix@lx)grn(x)dx, (1.4)

respectively, where fyx(v|x) is the conditional PDF of Y given X. Moreover, the joint PDF of concomitants
Y[Elul)c] and Y[S:,)k] (n < m) is given by

Frmia O ¥2) = I fo: e 0120 frix 2 1%2) gomon i (61, X2) %y (1.5)
The rest of the paper is organized as follows. We obtain some new interesting results pertaining to the Sarmanov
exponential distribution and concomitants of k-record values. Furthermore, the joint distribution of concomitants

of k-record values based on the Sarmanov exponential distribution is studied.

I1. Marginal distributions of concomitants of k —record values

The PDF of Y(“) is represented in the following theorem in a useful way. For a given RV X and some
DF F, we will now use the notation X ~ F, which signifies that X is distributed as F.

Theorem 1 Let V; ~ FZ and V, ~ F2. Then

f(u)](y) (1 - 3A£Lal)c at zqua;)c 2) 2exp(—6;y) + 2 (3/\5?,)( 1
LAL,) B2exp(—6,y) (1 — exp(—6,))

+15A%) ,6,exp(—6,y)(1 — exp(—6,7)%), (2.1)
where %, = a1 2 (25) Jama 2, = o2 [12 () - ()" + 2
Proof. by using (??) we get
fam®) = [ B2exp(=02){1 + 3a(2(1 — exp(—6:x)) — 1)(2(1 — exp(=,)) — 1)
+2a?[3(2(1 - exp(=6;x)) — 1)? — 1][3(2(1 — exp(=6,y)) — 1)? — 1]}
xﬁ( log(exp(—6,x)))" *(exp(—6,x))*"16,exp(—6;x)dx.

= J; (62xp(=6,y) + 3a(2(1 — exp(—6,x)) — 1)(20,exp(~6,¥)(1 — exp(~0,)))

https://bfszu.journals.ekb.eg/journal Page 74




Bulletin of Faculty of Science ,Zagazig University (BFSZU) 2022

—0exp(—0;y)) + §a2[3(2(1 — exp(—0;x)) — 1)? — 1][126,exp(—6,y) (1 —
exp(=6,y)%)  —126,exp(—6,y)(1 — exp(—6,y)) +

k" _ _
20,exp(=6:y)]} 1 (“logexp(=6,x))" !(exp(—61%))*"! x 61 exp(—61x)dx.

= 6,exp(—0,y) + 60,exp(—0,y) (1 — exp(—6,y)) — O,exp(—0,y));

5
+Z[12929XP(_923’)(1 - EXP(_QZY)Z) — 126,exp(—0,y)(1 — exp(—6,y)) +
20,exp(—6,)11,,

where

I —aknfoo 2(1 — exp(—6,x)) — 1)(—logexp(—6; 1)) (exp(—6;x))* 16, exp(—B, x)d
1= oy ), 21— exp(-0,)) = 1)(-logexp(-6,))" (exp(~8:))*Brexp(~6,)d

= aft-2 () T=A0

and

a’k™

o . 3201~ exp(~6,2)) ~ 1)? — 11(~logexp(~0,x))" (exp(~0;))"Byexp(~,)dx

= [12((5)" - (25)) + 2] = A

This completes the proof.

Izz

Remark 2.1 The case k = 1, which mainly includes the case of record values, was handled by Husseiny et al.
(2022)

5 15
fi ) = (1= 305 +5A52) Oaexp(=6:) +2 (305~ A%) 6,exp(~0,) (1 — exp(=6,7))

+15A7)0,exp(=0,) (1 — exp(=6,)?),
where AY) = @(1 —27®D) and AY) = a?(12(3™ - 27") + 2).

3 Joint distribution of bivariate concomitants of k —record values based on SAR(«)
The following theorem gives the joint PDF f[(“) ](yl, v,) (defined by (??)) of the concomitants of Y[;“,)c]

nmk

and Y[Sf_)k],n < m, in Sarmanov exponential distribution.

Theorem 2 Let V, ~ F2 and V, ~ F2. Then

5
o O ¥2) = 0,exp(—0,1)6,exp(—6,y,) + (3A$f,‘,1:1 - EASZ,LZ) 0,exp(—05,) (20,exp(—0;;)

5
X (1= exp(=6,)) — 6,exp(—0,y1)) + (30yy — S Ay, ) O2exp(—0,71)

X (20,exp(—0;y2)(1 — exp(—0;y;)) — O,exp(—0;y)) + 5A$}1;2929XP(_92}’2)
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X (360,exp(—0,y,)(1 — eXp(—szl)z) — 20,exp(—0,y1)(1 — exp(—6,¥1)))

+ 50 ,0,exp(—6,1)(36,exp(—6,7,) (1 — exp(—6,2)%) — 26,exp(—6,,)

X (1 —exp(—02y2))) + (9A51ar)nk i1 Aglar)n ki2 T A(nar)nk 3t nmKk: 4)

X (20,exp(—0,y,)(1 — exp(—6,y1)) — 0,exp(—6,y1)) (26,exp(—06,y,) (1 —
exp(—6,y,))

25
—60,exp(=0,,)) + (1505, ., = Z A .,) (362exp(—6,y1)(1 — exp(—6,71)?)
—26,exp(—=0,y1) (1 — exp(—0,y1))) (262exp(=02y,) (1 — exp(=0,Y.)) — O,exp(—0,Y,))
(@) 25 p(@)
(15Anmk 3~ 5 Dumk 4) (262exp(=0,y:) (1 — exp(—=6,y1))0,exp(—62y1))

X (360,exp(—6,Y,)(1 — exp(—0,¥,)%) — 26,exp(—6,y,) (1 — exp(—6,y,))) + 25A%)

n,mk:4

X (36,exp(—0,y:)(1 — exp(—6,y1)?) — 26,exp(—6,y1)(1 —
exp(—6,y1)))(36,exp(—6,y,)

X (1 — exp(—02y,)%) — 20,exp(—0,,) (1 — exp(—6,Y,))),
where AE:LZ,)k:l and A(“k -, are defined via Theorem 2.2. by replacing n with m in Agf,lz)m and Agl,)( ., respectively,

(a) k™ 4K™
Amper = @ [ ((k+1)m km-n(k+1)n) + (k+2)P(k+1)Mm-1

+ 1],

(@) n-m _ k _ k _ Kk
Mmpz = @ [4 (k (k+1)m) 24 ((k+3)"(k+1)m—n (k+2)"(k+1)m_")

—12 ( (k+1)knkm_n - (k+2)kn"km_n) - 2],

(@) — 3 n-m _ ___ k' \_ k _ k™
Mmps = @ [4 (k (k+1)"km—") 24 ((k+3)"(k+2)m—n (k+2)"(k+1)m—n)

—12 ((kf:)m - (kf:)m) N 2]’

and

=at[4-144(— + Kz - Kz

(k+3)(k+2)M"" © (k+3)M(k+1)™ " (k+4)(k+2)M T

A(a)

nmk:4 —

k™ k k™ k™ k™
- (k+z)n(k+1)m—n) — 24 ((k+1)m T Gem T e (k+2)nkm—")]'

Proof. Consider the integration

Ip'q(n,m,k) mf f (1 — exp(—6,x,))? (1 — exp(—6,x,))?(—log(exp(—6,x,))"~ X

_ k=1(_ exp(— 91x2))m n- 1916Xp(—91x1)91'3xp(—91x2)
(exp(=61x2)) ( lo exp(—01x1) exp(—61x1) d

X, dx;.

Taking the transformation u; = —log(exp(—60,x,)) and u, = —log(exp(—0,x,)), we get
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kn [ee] oo
Ipq(m,m, k) = mﬁ) ful (1 —e™)P(1 —e™2)T(u)" " (up — u)™ " e 2du,duy.
By using the transformation z = u, — u,, and after some algebra, we get

_vp va i+ (PN (9 K™ _
hpa(m k) = 50 2o <D (V) () mmromgmes: P4 =012 (3.1)

Now, by using (??), we get
e 0 y2) = Iy [ 95k Gea, x2) [B26xD(=0,71) + 3B,exp(—6,y1) (2(1 — exp(—61%,)) — 1)
X (2(1 — exp(—621)) — 1) + 2 a?0,exp(=6,y,) (3(2(1 — exp(—1x;)) — 1)? — 1)
X (3(2(1 — exp(=8,y1)) — 1)* — 1)][6,exp(—6,,) + 3ab,exp(—6,¥,)
X (2(1 — exp(—6,%,)) — 1)(2(1 — exp(—02y,)) — 1) 2 a0,exp(—6,)
X (3(2(1 — exp(—0,x,)) — 1)? — 1)(3(2(1 — exp(—=6,y,)) — 1)? — 1)]dx,dx,.

By using the relations f,, = 2fyFy and f,, = 3 fyFZ and carrying out some algebra, we get

fg 0y = [ [ 92 0exp(—60,,) + 3a(2(1 = exp(=0,:,)) — 1)(26,ex0(~0,,)
X

0 1
X (1 = exp(—0,31)) — O2exp(=0,31)) + > a?(12(1 — exp(—6,x))?
—12(1 — exp(—6,x — 1)) + 2)(126,exp(—0,y,) (1 — exp(—6,y1)2) — 120,exp(—6,y;)
X (1 — exp(=0,y1)) + 20,exp(—0,1))1[6,xp(—02y,) + 3a(2(1 — exp(—0,x,)) — 1)
X (20,xp(—0,72)(1 — exp(—02y,)) — 02exp(—0,,)) + > a?(12(1 — exp(—6,,))?
—12(1 — exp(—6,x,)) + 2)(120,exp(—0,y,) (1 — exp(—6,¥,)?) — 120,exp(—6,y5)

X (1 —exp(—0,y,)) + 20,exp(—6,y,))]dx,dx;.

On the other hand, upon using (??), withp = 1andq =0,fort = 1,and withp =0and g = 1, for t = 2, we
get after some algebra

00 00 K" — -
fo fx1 m@(l — exp(—0;x;)) — 1)( — logexp(—6,x1))" " (exp(—61x2)) ™" ( -
eXP(—91x2))m_n_1
exp(=61x1)
k n
a@honmi)—1)=a(1-2(5) ) =20, t=1

a(ZIO‘l(n,m, k) - 1) —a (1 _9 (Ll)m) - \@

k+ m,k:1’

67 exp(—61x1)exp(—01x3) dx
exp(=61%1) z

dxy = t=2.

Similarly, we can obtain A®) _ A A A@ A and A%

nk:2’ " *mk:2’ " "nmk:1’ " 'nm,k:2’ " *nm,k:3’ nmk:4" ThIS completesthe pl’OOf.
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Remark 3.1 The case k = 1, which mainly includes the case of record values, was handled by Husseiny
etal. (2022)
w = 0,exp(—0,y,)0,exp(—0 379 —
f[n,m] 1, y2) 26Xp(—6,y1)62exp(—6,y2) + n:1
5
EAgzog) 62exp(—0y,)(20,exp(—6,1)

5
X (1 — exp(—0,y1)) — 0,exp(—62y1)) + (3A$;7[t;)1 - EAE-Z;)Z) 0,exp(—0;y1)

X (26,exp(—6,Y2)(1 — exp(—6,y,)) — 6,exp(—6,¥,)) + 502 6,exp(—6,y,)

n:2

X (36,exp(—0,y,)(1 — eXp(_Hz)ﬁ)Z) — 26,exp(—0,y1)(1 — exp(—6,y1)))
+ 5A$z:)292exp(—92y1)(392exp(—92y2)(1 - eXp(_GZYZ)Z) — 20,exp(—6,y,)

15 15 25
X (1= exp(=0,2))) + (900, =A%, = 2 A, + 245 )

n,m:2 n,m:3 n,m:4
X (260,exp(—0,y,)(1 — exp(—0,y1)) — 6,exp(—0,y1)) (20,exp(—6,y,) (1 — exp(—6,y,))
25
—~0,exp(=0,7,)) + (1580, = 2 A50,.,) (362xp(=0,7,) (1 — exp(=0,7,)?)

—26,exp(—0,y1) (1 — exp(—6,y1)))(20,exp(—0,y,)(1 — exp(—0,Yy,)) — 6,exp(—6,y,))

+ (1505

n,m:3

25
— 2 A1) (202exp(=0,7:) (1 — exp(—0,y1))0,exp(—6,1))

X (36,exp(—6,Y,)(1 — exp(—6,¥,)%) — 26,exp(—6,y,) (1 — exp(—6,y,))) + 254

X (36,exp(—0,y,)(1 — exp(—@zyl)z) — 26,exp(—0,y,)(1 -
exp(—6,y1)))(36,exp(—0,y,) X (1 — exp(—92y2)2) — 20,exp(—06,y,) (1 — exp(—6,y,))),

where A&ﬁ?l and ASZ‘:)Z are defined via Theorem 2.1. by replacing n with m in A(“i and A, respectively,

n: n:2’

A(a) — a2[2n—m+2 X 3TN — -l _ p-mil 4 1]’

n,m:1

As:_lr)n:z — a3[2 — 3% 2—n+2 +4 % 3—n+1 _ 2—m+2 + 3—n+1 X 2n—m+3 —3x 2—n—m+3]‘

A(a) —

— 6(3[2 _ 3 X 2—m+2 + 4 % 3—m+1 _ 2—n+2 + 3—n+1 X 2n—m+3 _ 3n—m+1 X 2—2n+3]
n,m:3 ’

and

A o= a4 —3x 27 =3 x 273 4 8 x 3L 4 8 x 3T 4 3TIHZ i promd

—9 x 2—n—m+4 _ 3n—m+2 X 2—2n+4 +16 X 3n—m+2 X 5—11]_
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