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Abstract: Automatic detection of small objects such as vehicles in satellite images is a very 

challenging task, due to the complexity of the background, vehicles colors, the large size of 

ground sample distance (GSD) for satellite images and jamming caused by buildings and trees. 

Many methods were proposed for this task by using handcrafted features (such as a Histogram 

of an Oriented Gradient, Local Binary Pattern, Scale-Invariant Feature Transform, etc.) along 

with support vector machine classifier, however, Convolutional Neural Networks (CNN) have 

proved to be potentially more effective. In this paper, we use two advanced deep learning 

frameworks, Faster Region CNN (Faster R-CNN) and Single Shot Multi-Box (SSD) based on 

(CNN) with Inception-V2 as a feature map generator instead of VGG-16, to detect vehicles 

through Transfer Learning, and making an experimental analysis comparison between the two 

models. Experimental results on the test dataset demonstrate the effectiveness and efficiency of 

the proposed methods. 

1.  Introduction 

Vehicles fleets in the world increase continually specially in cities. A lot of cities use field equipment 

like fixed location cameras or motion sensors on the traffic lights to monitor vehicles, recently cameras 

mounted on UAV used to provide a wider field of view [1-2]. Keeping up with this rapid increase of 

vehicles number researchers face a really challenging task, since the fixed location cameras and motion 

sensors are not widespread enough. The enumeration of this huge number of vehicles is required to 

improve traffic management, detect fuel demands in certain locations and to estimate the emissions in 

crowded areas in order to know the pollution percentage. Enumeration overtime periods also is 

important to estimate future Possible overcrowding to plan transportation infrastructure. 

Satellite image represents an area on the earth captured by the satellite camera, which stored in groups 

of pixels arranged in matrices[3-4], the value of each pixel represents the reflected amount of 

electromagnetic wave by certain location on earth, the area represented in one pixel called the spatial 

resolution of the image, and also known as the ground sample distance(GSD). 

The captured reflected waves are separated into number of bands; this number of bands represents 

the spectral resolution of the image. The satellite temporal resolution indicates the periodic ability to 

shoot the same area [5]. Satellite images provide a good source for vehicles monitoring task, but it still 

faces some challenges such as the small size of detected object relative to the ground sample distance 

(GSD) of the image [6-8], the complexity and variety of backgrounds, different shapes and colors of 

vehicles, and the interference with trees and buildings. 
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In the last few years, optical sensors technology has been evolved exponentially in terms of quantity, 

quality, and applications. The internet is replete with Images, but the image itself is not useful without 

performing a proper analysis to extract useful knowledge from it. Hand-crafted features and 

classification are the most suitable methods to detect vehicle [9-11], however the hand-crafted features 

don’t serve a general solution, and the classifiers need some modifications to fit the different features, 

also using shallow neural network is used for vehicle detection [12], but the performance was not at the 

desired quality and the quality of the extracted features was not good enough. Handling this huge amount 

of data requires a new technique which is capable of performing fast, précised and reliable. With the 

progress of deep learning deep neural network (DNN) that has achieved fast progress in various 

processes such as object detection, and classification based on a convolutional neural network [13-14]. 

Convolutional neural networks (CNNs) have appeared on the stage as an application to visual tasks 

since the 1980s [15], but they still a bunch of scattered applications, they were dormant till the mid-

2000s, when the developments in computing capabilities and the growth of large amounts of labeled 

data began Improving the algorithms contributed to (CNNs) advancement and brought them to the 

forefront of neural networks and still in rapid progression since then[16-17]. 

Many algorithms and architectures were proposed for object detection based on CNN. In recent years 

there were two series mainly for object detection based on deep learning. The first series is the 

combination of region proposal and CNN classification in the two-stage object detection framework, 

which is represented by RCNN [21], including SPP-NET [22], Fast R-CNN [23], and Faster R-CNN 

[24]. The second series is the object detection framework with a single stage, using a single convolution 

neural network which is represented by SSD (Single Shot Multi-Box Detector) [25] and YOLO (You 

Only Look Once) [26]. 

The presented study makes a comparison in the performance and evaluates Faster R-CNN and SSD 

in terms of accuracy and processing time while studying vehicle detection from satellite images. 

The rest of the paper is organized as follows: Section 2 discusses related work about vehicle detection 

from satellite images. Section 3 provides an overview of Faster R-CNN model and SSD model. Section 

4 presents the results of the algorithms for vehicle detection from satellite images. Finally, Section 5 

presents the conclusion which highlights the main results. 

2.  Related work  

A lot of updates appear all the time, and as a result, a lot of vehicle detection methods using deep learning 

appears, in a trial to reach better results in accuracy and processing time. Hybrid DNN (HDNN) [13], 

which presented by Xueyun Chen in 2014 depending on dividing the feature maps of the final 

convolutional layer and the max-pooling layer into multiple blocks of different sizes, in a try to detect 

variable-scale vehicles to increase the accuracy, but on other hand it increased the processing time. 

Another model presented by the same team in the same year using Parallel Deep Convolutional Neural 

Networks to detect vehicles in satellite images [18], by dividing the DNN into several parallel branches 

in the same size, and without using direct connections in lateral direction between branches, this results 

in slightly drop in accuracy with increasing the speed. Another idea presented in 2007 to detect vehicles 

in high-resolution satellite images by XiaoyingJin, Morphological Shared-weight Neural Networks [19] 

by using GIS road vector map, but this method constrained the detected vehicles to the roads map. 

In October 2016 another method presented Called Fast Vehicle Detection which is presented to 

replace the fully connected layers in traditional CNNs with convolutional layers in order to decrease the 

number of parameters and enhance the processing time [20]. 
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3.  Theoretical overview faster R-CNN and SSD 

3.1.  Faster R-CNN 

The Faster R-CNN model is divided into three networks. The first network is the shared convolutional 

network (base network) for feature extraction to generate good features from the images, which uses a 

pre-trained CNN for the task of classification (e.g. ImageNet) [27]. This technique is very commonly 

used in the context of Transfer Learning, especially for training a classifier on a small dataset using the 

weights of a network trained on a bigger dataset. The base network used in this paper is the Inception-

V2 for enhancing extracted features [12]. The second network is the region proposal network 

(RPN) for producing region proposals with multiple scales and aspect ratios from the input image. The 

third network is the Fast R-CNN detector, its input is the regions of interest (ROIs) that comes from 

RPN. Then the ROI pooling layer extracts for each ROI a feature vector. These features are then fed 

into Fully Connected (FC) layers before two regression and SoftMax layers follow to calculate the 

location of bounding boxes and classified objects. In the experiments, the probabilities of the classes 

will have a vehicle and background.  The used loss function for learning is the same loss function used 

in Faster R-CNN [24]. 

 

 

 

Figure 1.  Faster R-CNN architecture 

 

3.2.  SSD: Single shot multi-box detector. 

SSD is used to detect objects in real-time, it reduces the processing time by eliminating the need of the 

region proposal network, to enhance the accuracy SSD applies some improvements like multi-scale 

features and default boxes, The SSD object detection consists of 2 parts: 

 

• Extract feature map. 

• Apply convolution filters to detect objects. 

http://www.image-net.org/
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Ordinary SSD uses VGG16 [27] to extract feature maps. But in this paper, we replace this model 

with Inception-V2 [28] to extract feature maps trying to enhance accuracy.Instead of region proposal 

network, SSD use Multi-Box Detector, after obtaining the feature maps as a layer of size (m × n) 

(number of locations) with p channels, a (3×3 conv) is applied to this (m ×n ×p) layer. For each location, 

we have a number of bounding boxes k. These bounding boxes in different sizes and different aspect 

ratios. The idea behind this, to find the fittest box to each kind of objects. For each box, we will compute 

the number of class scores c and 4 offsets for the bounding box shape, as a result, we have ((c+4) (k ×m 

×n)) outputs. 

 

Figure 2.  SSD architecture 

4.  Implementation  

The two proposed models used for vehicles detection in this paper implementation has been achieved 

by the open-source framework Tensor-flow.  From TensorFlow Object Detection API [29]. The chosen 

models are Faster R-CNN and SSD with the same base network Inception-V2. 

4.1.  Faster R-CNN inception-V2 

The training phase of Faster R-CNN the used Optimizer was Momentum Optimizer with momentum set 

of 0.9. A dynamic learning rate is set to start with 0.0001 till the training reaches 50K step the next 50K 

step learning rate is 0.00001 and the final 20K step learning rate is 0.000001 the total number of steps 

is 120K step. For data augmentations, applying horizontal flip and random rotation90 on the training 

dataset. And setting the batch size to one 

4.2.   SSD inception-V2 

In the other training phase of SSD the used Optimizer was RMS_PROP_ Optimizer with momentum 

and decay: of 0.9. Learning rate starts with 0.004 with decay factor 0.95 the total number of steps is 

180K step. Using the horizontal flip and random rotation90 augmentation operations. And setting the 

batch size to one. NVIDIA GeForce GTX 1060 with 8GB of memory was used in the experiments 

4.3.  The used datasets  

The training and testing Datasets used in this paper are collected from satellite images taken from 

different locations around the world from Google Earth and another satellite samples such as JF-2 and 

WORLD-VIEW satellites, To perform the experimental part  We trained  the two models understudy to 
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the training set which contains 324 images and 6843 instances of labeled vehicles. The test one contains 

73 images and 1604 instances of vehicles. We tried to collect vehicle images from different 

environments and different spatial resolution satellites to increase the validity and reality of our attempts, 

all the datasets images spatial resolution is less than 1 meter. 

5.  Results 

The mean average precision (MAP) used for evaluating the performance of the two proposed detection 

models, and comparing between them. MAP computes the average precisions value over a certain 

interval from Recall value= 0 to 1 Precision is the fraction of relevant instances among the retrieved 

instances. The recall is described as the fraction of retrieved related instances over the total value of 

related instances. In the Executed comparison the time consumed in testing one image with Faster R-

CNN Inception-V2 was 2358.15ms and for the same one with SSD Inception-V2 was 1650.67ms.  AP 

for testing images with Faster R-CNN Inception-V2 was 89.21%   and with SSD Inception-V2 was 

84.21%. From the previous results, it is noticed that Faster R-CNN Inception-V2 gives better accuracy 

than SSD Inception-V2. but the SSD Inception-V2 performs in a shorter time. 
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Figure 3. Vehicle detection by Faster R-CNN 

Figure 4. Vehicle detection by SSD 
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6.  Conclusion 

In this paper, the two states of the art algorithms for object detection (Faster RCNN and SSD) applied 

to detect vehicles in satellite images through Transfer Learning and making an experimental analysis 

comparison between them. We construct vehicle dataset collected by Google Earth and other satellite 

samples such as JF-2 and WORLD-VIEW satellites. The Inception-V2 used as a base network to 

enhance the accuracy of detection. Enlarge and increase the variety of training data by using 

Augmentation techniques. Mean average precision (MAP) used for performance evaluation. Based on 

the results obtained, Faster R-CNN Inception-V2 gives better accuracy than SSD Inception-V2. but the 

SSD Inception-V2 performs in a shorter time for image detection. The study will extend for general 

vehicle detection (bicycle, motorcycle, bus, truck).  
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