
IOP Conference Series: Materials Science and Engineering

PAPER • OPEN ACCESS

Fuzzy estimation of the mean for electric load consumption based on
different algorithms
To cite this article: Khaled Abu-Bakr Nigm et al 2019 IOP Conf. Ser.: Mater. Sci. Eng. 610 012011

 

View the article online for updates and enhancements.

This content was downloaded from IP address 195.43.0.86 on 12/09/2021 at 08:04

https://doi.org/10.1088/1757-899X/610/1/012011
https://googleads.g.doubleclick.net/pcs/click?xai=AKAOjssaj4N09bjo45welSStfhHfqQapsqDjNUaIURmRSxdJud5-6OPZW2MHMQ-vEA7-OF_WMhux9pUEOBo6N1c_sg641bBlguCiDFX78EEkk4pm_aT3NXAw3fvugTrb4iupl6xMfE7rs4673l5WTzObnl7MSrvRuSsMrL3J2m9qOumCxcWwYo-5YhObX-aV4WDBxdbZF6DgxjACUExm0b6QJfPEkW6Xkx--nZoIcD5W4hf10ZlFwimkI5znq125TZrcfnGm2LctMs-NqwCD0Tu3XFm2Qrp9Bx207NA&sig=Cg0ArKJSzIp4hCCZTgl1&fbs_aeid=[gw_fbsaeid]&adurl=https://www.electrochem.org/240/registration-info%3Futm_source%3DIOP%26utm_medium%3DPDFBN%26utm_campaign%3D240Register


Content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence. Any further distribution
of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI.

Published under licence by IOP Publishing Ltd

18th International Conference on Aerospace Sciences & Aviation Technology

IOP Conf. Series: Materials Science and Engineering 610 (2019) 012011

IOP Publishing

doi:10.1088/1757-899X/610/1/012011

1

Fuzzy estimation of the mean for electric load consumption 

based on different algorithms 

Khaled Abu-Bakr Nigm1, Ahmed K Elsherif and Ahmed Salah Ismail 

Mathematics department, Military Technical College, Kobry Elkobbah, Cairo, Egypt.  

1 Email: khalednigm@mtc.edu.eg. 

Abstract. Five new fuzzy algorithms for estimating the mean have been presented. First, we 

provide the estimation of the mean with considering the given data is crisp and standard deviation 

parameter is known and defined as triangular fuzzy number (TFN). Second, the algorithm will 

be defined by considering the data is a TFN and standard deviation parameter is known and crisp. 

Third, by combining first and second algorithms and considering both the data and standard 

deviation parameter are TFNs. Fourth, the same of the third algorithm but considering standard 

deviation parameter is unknown. Fifth, an estimation for the mean has been provided by 

considering both data and standard deviation parameter are crisp, and the membership function 

of the mean has been calculated by the means of confidence interval for different significance 

levels. Then, the advantages and disadvantage of using fuzzy algorithms have been presented. 

Finally, the calculation for the mean power consumed for an electric load in a certain compound 

inside Cairo for one month will be calculated based on fuzzy data and parameter.  

1.  Introduction 

Over the last few years there has been an interest given to the problem of the estimation of unknown 

parameters of statistical models in fuzzy situations (e.g., with fuzzy data, with fuzzy parameters,…). In 

fact, in many practical studies, it is necessary to take a procedure for constructing the estimation based 

on the fuzzy elements [1]. The interval estimation is a main part of statistical inference and having 

precise data is one of the assumptions on which the common methods in interval estimations are based. 

But, in our world, sometimes recording or collecting the data precisely is difficult. Therefore, the fuzzy 

sets theory is found to be a suitable method in dealing with the vague data. 

The concept of fuzzy sets was presented by Zadeh [2].  Klir and Yuan [3], and Zimmermann [4] may 

introduced the concise theory and applications of fuzzy sets. Then, the fuzzy data has been noticed and 

the concept of fuzzy random variables should be considered. Kwakernaak [5], Puri and Ralescu [6] 

introduced the concept of fuzzy random variables.  

In this paper, fuzzy sets theory is applied to the statistical confidence interval for unknown parameter 

by considering a random sample of fuzzy data. So a fuzzy confidence interval for an unknown parameter 

is constructed. Also, it is applied for known fuzzy and crisp parameter by assuming a random sample of 

crisp and fuzzy data consequently.  

There are two sources of uncertainties. The first one comes from choosing the random sample instead 

of considering the full population. The second is related to the fuzzy data and/or the fuzzy parameters. 

In the following, a new approach to construct a fuzzy confidence interval is proposed considering the 

above conditions.  



18th International Conference on Aerospace Sciences & Aviation Technology

IOP Conf. Series: Materials Science and Engineering 610 (2019) 012011

IOP Publishing

doi:10.1088/1757-899X/610/1/012011

2

Corral and Gil [7] constructed confidence interval (for crisp parameters) using fuzzy data, but without 

considering any fuzzy random variables. Statistical inference is studied about an unknown parameter, 

based on fuzzy observations by Viertl [8]. Using the extension principle for crisp parameter with crisp 

data, Viertl obtained generalized estimators based on fuzzy data and he developed some other statistical 

inference. A method of describing a fuzzy confidence interval that combines a fuzzy identification 

methodology with some ideas from applied statistics is proposed  by Skrjanc [9]. The method is to find 

the confidence interval defined by the lower and upper fuzzy bounds, [10].  

2.  Crisp data with known fuzzy population standard deviation 

Suppose that 𝑥1, 𝑥2, 𝑥3, … ,  𝑥n are the data of a crisp random sample of size n from a population 

normally distributed with unknown mean µ and known fuzzy standard deviation σ. 

 

Since data is crisp, then the sample mean 𝑥̅ will be crisp [11]  

 

 𝑋̅ =  
∑ 𝑥𝑖
𝑛
𝑖=1

𝑛
                                                                                                                                       (1) 

 

Assuming population standard deviation σ is triangular fuzzy number (TFN) [12] 

 

𝜎𝐹 = [ 𝜎1,  𝜎2,  𝜎3]                                                                                                                                                 (2) 

                                                                                                                                                     

With triangular membership function   µ𝜎𝐹(𝑥)   [12] 

  

 µ𝜎𝐹(𝑥) =

{
 

 
   0                                           𝑥 ≤ 𝜎1 , 𝑥 ≥ 𝜎3
𝑥−𝜎1

𝜎2−𝜎1
                                           𝜎1 ≤ 𝑥 ≤ 𝜎2

𝜎3−𝑥

𝜎3−𝜎2
                                            𝜎2 ≤ 𝑥 ≤ 𝜎3

                                                                  (3) 

 

Then (1-α) % confidence interval for the population mean (µ) can be calculated as  [13]  

 

µ𝐹 = [𝑥̅ − 𝑧𝛼
2⁄
𝜎𝐹

√𝑛
 , 𝑥̅ + 𝑧𝛼

2⁄
𝜎𝐹

√𝑛
 ]                                                                                                                                         (4) 

 

µ𝐹 = [[𝑥̅ - 
𝑧𝛼

2⁄

√𝑛
 [ 𝜎1,  𝜎2,  𝜎3] , 𝑥̅ + 

𝑧𝛼
2⁄

√𝑛
 [ 𝜎1,  𝜎2,  𝜎3] ]                                                                                                   (5)  

 

µ𝐹 = [ [𝑥̅ −
𝑧𝛼

2⁄

√𝑛
  𝜎3 , 𝑥̅ − 

𝑧𝛼
2⁄

√𝑛
  𝜎2 ,  𝑥̅- 

𝑧𝛼
2⁄

√𝑛
  𝜎1] , [ 𝑥̅ +

𝑧𝛼
2⁄

√𝑛
  𝜎1 , 𝑥̅ +  

𝑧𝛼
2⁄

√𝑛
  𝜎2 , 𝑥̅ +

𝑧𝛼
2⁄

√𝑛
  𝜎3 ] ]        (6)   

                                                                                                      

µ𝐹 = [µ𝐹1  , µ𝐹2  ] =[ [µ𝑙1 , µ𝑙2 , µ𝑙3] , [µℎ1 , µℎ2 , µℎ3] ]                                                                  (7)      

 

3.  Fuzzy data with known crisp population standard deviation 

Suppose that  𝑥1 , 𝑥2 , 𝑥3 ,…. , 𝑥𝑛 are the data of  a fuzzy random sample of size n from a population 

normally distributed with unknown mean µ and known crisp population standard deviation σ. 

Assuming 𝑥1, 𝑥2, 𝑥3, … ,  𝑥n are TFNs with triangular membership functions 

µ𝑥1(𝑥) , µ𝑥2(𝑥) , µ𝑥3(𝑥) , …… . , µ𝑥𝑛(𝑥). 

Since the sample mean can be calculated as [12] 

 

𝑋̅𝐹 = 
∑ 𝑥𝑖
𝑛
𝑖=1

𝑛
                                                                                                                                                         (8) 
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Then 𝑥̅ will be TFN  

 

𝑋̅𝐹 =[𝑥̅1, 𝑥̅2, 𝑥̅3]                                                                                                 (9) 

 

With triangular membership function µ𝑋̅𝐹 (𝑥) [14] 

 

µ𝑋̅𝐹(𝑥) =

{
 

 
   0                                           𝑥 ≤ 𝑥̅1 , 𝑥 ≥ 𝑥̅3
𝑥−𝑥̅1

𝑥̅2−𝑥̅1
                                           𝑥̅1 ≤ 𝑥 ≤ 𝑥̅2

𝑥̅3−𝑥

𝑥̅3−𝑥̅2
                                            𝑥̅2 ≤ 𝑥 ≤ 𝑥̅3

                                    (10) 

 

Then (1-α) % confidence interval for the mean of population (µ) can be calculated as  

 

µ𝐹 = [𝑋̅𝐹 − 𝑧𝛼 2⁄
𝜎

√𝑛
 , 𝑋̅𝐹 + 𝑧𝛼 2⁄

𝜎

√𝑛
 ]                                                                                               (11) 

 

µ𝐹 = [ [𝑥̅1, 𝑥̅2, 𝑥̅3] - 
𝑧𝛼

2⁄

√𝑛
 𝜎 , [𝑥̅1, 𝑥̅2, 𝑥̅3] + 

𝑧𝛼
2⁄

√𝑛
 σ ] ]                                                                                           (12) 

 

µ𝐹 = [ [𝑥̅1- 
𝑧𝛼

2⁄

√𝑛
 𝜎  , 𝑥̅2- 

𝑧𝛼
2⁄

√𝑛
 𝜎 ,  𝑥̅3 - 

𝑧𝛼
2⁄

√𝑛
 𝜎] , [𝑥̅1+ 

𝑧𝛼
2⁄

√𝑛
 𝜎  , 𝑥̅2+ 

𝑧𝛼
2⁄

√𝑛
 𝜎 ,  𝑥̅3 + 

𝑧𝛼
2⁄

√𝑛
 𝜎] ]                                  (13) 

 

µ𝐹 = [µ𝐹1  , µ𝐹2  ] = [ [µ𝑙1 , µ𝑙2 , µ𝑙3] , [µℎ1 , µℎ2 , µℎ3] ]                                                                                        (14) 

 

4.  Fuzzy data with known fuzzy population standard deviation 

Assuming a sample of size n with fuzzy data has been calculated, this fuzzy data has triangular 

membership function, so the sample mean (𝑥̅)  will be TFN [12] 

 

𝑋̅𝐹= [𝑥̅1, 𝑥̅2, 𝑥̅3]                                                                                                                                                       (15) 

 

With triangular membership function  µ𝑋̅𝐹(𝑥)      

 

µ𝑋̅𝐹(𝑥) =

{
 

 
   0                                           𝑥 ≤ 𝑥̅1 , 𝑥 ≥ 𝑥̅3
𝑥−𝑥̅1

𝑥̅2−𝑥̅1
                                           𝑥̅1 ≤ 𝑥 ≤ 𝑥̅2

𝑥̅3−𝑥

𝑥̅3−𝑥̅2
                                            𝑥̅2 ≤ 𝑥 ≤ 𝑥̅3

                                                                              (16) 

 

Considering the population standard deviation ( 𝜎 ) is known and TFN 

 

𝜎𝐹 = [ 𝜎1,  𝜎2,  𝜎3]                                                                                                                                                        (17) 

  

With triangular membership function   µ𝜎𝐹(𝑥)    

  

µ𝜎𝐹(𝑥) =

{
 

 
   0                                           𝑥 ≤ 𝜎1 , 𝑥 ≥ 𝜎3
𝑥−𝜎1

𝜎2−𝜎1
                                           𝜎1 ≤ 𝑥 ≤ 𝜎2

𝜎3−𝑥

𝜎3−𝜎2
                                            𝜎2 ≤ 𝑥 ≤ 𝜎3

                                                                                (18) 

 

Assuming the distribution is normal for the data calculated, then (1-α) % confidence interval for the 

mean of population (µ) can be calculated as  
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µ𝐹 = [𝑋̅𝐹 − 𝑧𝛼 2⁄
𝜎𝐹

√𝑛
 , 𝑋̅𝐹 + 𝑧𝛼 2⁄

𝜎𝐹

√𝑛
 ]                                                                                                             (19) 

 

µ𝐹 = [[𝑥̅1, 𝑥̅2, 𝑥̅3] - 
𝑧𝛼

2⁄

√𝑛
 [ 𝜎1,  𝜎2,  𝜎3] , [𝑥̅1, 𝑥̅2, 𝑥̅3] + 

𝑧𝛼
2⁄

√𝑛
 [ 𝜎1,  𝜎2,  𝜎3] ]                                                        (20) 

                          

µ𝐹 = [[𝑥̅1- 
𝑧𝛼

2⁄

√𝑛
  𝜎3 , 𝑥̅2- 

𝑧𝛼
2⁄

√𝑛
  𝜎2 ,  𝑥̅3 - 

𝑧𝛼
2⁄

√𝑛
  𝜎1] , [ 𝑥̅1+ 

𝑧𝛼
2⁄

√𝑛
  𝜎1 , 𝑥̅2 + 

𝑧𝛼
2⁄

√𝑛
  𝜎2 , 𝑥̅3

𝑧𝛼
2⁄

√𝑛
  𝜎3]]                  (21) 

 

µ𝐹 = [µ𝐹1  , µ𝐹2  ] = [ [µ𝑙1 , µ𝑙2 , µ𝑙3] , [µℎ1 , µℎ2 , µℎ3] ]                                                                                        (22) 

5.  Fuzzy data with unknown population standard deviation 

Suppose that  𝑥1, 𝑥2, 𝑥3, … ,  𝑥n  are the data of a fuzzy random sample of size n from a population 

normally distributed with unknown mean µ and unknown population standard deviation𝜎. 

 

Assuming 𝑥1, 𝑥2, 𝑥3, … ,  𝑥n are TFNs with triangular membership functions 

µ𝑥1(𝑥) , µ𝑥2(𝑥) , µ𝑥3(𝑥) , … , µ𝑥𝑛(𝑥). 
 

Since the sample mean can be calculated as 

 

𝑋̅𝐹 = 
∑ 𝑥𝑖
𝑛
𝑖=1

𝑛
                                                                                                                                              (23) 

 

Then 𝑋̅𝐹 will be TFN with triangular membership function µ𝑥̅ (𝑥)  
 

µ𝑋̅𝐹(𝑥) =

{
 

 
   0                                           𝑥 ≤ 𝑥̅1 , 𝑥 ≥ 𝑥̅3
𝑥−𝑥̅1

𝑥̅2−𝑥̅1
                                           𝑥̅1 ≤ 𝑥 ≤ 𝑥̅2

𝑥̅3−𝑥

𝑥̅3−𝑥̅2
                                            𝑥̅2 ≤ 𝑥 ≤ 𝑥̅3

                                                                             (24) 

 

Since the standard deviation of population (σ) is unknown. So, the sample standard deviation (S) is 

provided as [11] 

 

𝑆𝐹 = √
1

𝑛−1
∑ (𝑥𝑖 − 𝑋̅𝐹 )

2𝑛
𝑖=1                                                                                                                          (25) 

The sample standard deviation (S) will be a TFN  

 

𝑆𝐹 = [ 𝑆1,  𝑆2,  𝑆3]                                                                                                                                         (26) 

 

With triangular membership function µ𝑆𝐹 (𝑥) 

 

µ𝑆𝐹(𝑥) =

{
 

 
   0                                           𝑥 ≤ 𝑆1 , 𝑥 ≥ 𝑆3
𝑥−𝑆1

𝑆2−𝑆1
                                           𝑆1 ≤ 𝑥 ≤ 𝑆2

𝑆3−𝑥

𝑆3−𝑆2
                                            𝑆2 ≤ 𝑥 ≤ 𝑆3

                                                                                (27) 

 

Since the population standard deviation is unknown. Then, it has been calculated using t-student 

distribution with (n-1) degree of freedom. 

 

Then (1-α) % confidence interval for the population mean (µ) can be calculated as  
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µ𝐹 = [𝑋̅𝐹 − 𝑡𝛼 2⁄
𝑆𝐹

√𝑛
 , 𝑋̅𝐹 + 𝑡𝛼 2⁄

𝑆𝐹

√𝑛
 ]                                                                                                                           (28) 

 

µ𝐹 = [ [𝑥̅1, 𝑥̅2, 𝑥̅3] - 
𝑡𝛼

2⁄

√𝑛
 [ 𝑆1,  𝑆2,  𝑆3] , [𝑥̅1, 𝑥̅2, 𝑥̅3] + 

𝑡𝛼
2⁄

√𝑛
 [ 𝑆1,  𝑆2,  𝑆3]  ]                                                    (29) 

 

µ𝐹 = [[𝑥̅1- 
𝑡𝛼

2⁄

√𝑛
  𝑆3, 𝑥̅2- 

𝑡𝛼
2⁄

√𝑛
  𝑆2,  𝑥̅3 - 

𝑡𝛼
2⁄

√𝑛
  𝑆1] , [𝑥̅1+ 

𝑡𝛼
2⁄

√𝑛
  𝑆1, 𝑥̅2+ 

𝑡𝛼
2⁄

√𝑛
  𝑆2,  𝑥̅3 + 

𝑡𝛼
2⁄

√𝑛
  𝑆3]]                         (30) 

 

µ𝐹 = [µ𝐹1  , µ𝐹2  ] = [ [µ𝑙1 , µ𝑙2 , µ𝑙3] , [µℎ1 , µℎ2 , µℎ3] ]                                                                                        (31) 

     

6.  Fuzzy estimation of mean due to different significance levels 

6.1.  Crisp data with known crisp population standard deviation 

Suppose that 𝑥1, 𝑥2, 𝑥3, … ,  𝑥n  are the data of a random sample of size n from a population normally 

distributed with unknown mean (µ) and known population standard deviation σ. 

The sample mean 𝑥̅ is calculated as equation (1) and it will be crisp. 

Then (1-α) % confidence interval for the mean of population (µ) can be calculated as [11] 

 

[𝑥̅ − 𝑧α
2⁄
𝜎

√𝑛
 , 𝑥̅ + 𝑧α

2⁄
𝜎

√𝑛
 ]                                                                                                                    (32) 

 

This method depends on calculating confidence interval of population mean based on changing the 

value of significance level α from 0.005 to 1. The starting point for α is arbitrary, it can start from 0.01, 

0.05, 0.001, 0.005… etc. 

The calculated confidence intervals are denoted as [µ𝑙(α),  µℎ(α)] for each α and place these 

confidence intervals one on top of the other, respectively from 0.005 to 1, to produce a TFN of 

population mean µ which α-cuts are the confidence intervals. For α =1 the estimator will be a point 

instead of an interval. 

The bottom of population mean (µ) must be completed to be a complete TFN. So, the graph of 

population mean (µ) is dropped straight down to complete its α-cuts. So that µ (α) = [ µ𝑙(0.005), 

 µℎ(0.005)], for all 0 ≤ α ≤ 0.005, [15] 

6.2.  Crisp data with unknown population standard deviation 

Suppose that 𝑥1, 𝑥2, 𝑥3, … ,  𝑥n are the data of a random sample of size n from a normal population with 

unknown mean (µ) and unknown population standard deviation σ. 

The sample mean 𝑥̅ is calculated as equation (1) and it will be crisp. 

The sample standard deviation (S) is provided as [13] 

 

𝑆 = √
1

𝑛−1
∑ (𝑥𝑖 − 𝑥̅ )

2𝑛
𝑖=1                                                                                                                                  (33) 

 

The sample standard deviation (S) will be a crisp as the data is crisp. The t-student distribution is 

presented because of unknown population standard deviation.  

Then (1- α) % confidence interval for the mean of population (µ) can be calculated as [13] 

                                

 [𝑥̅ − 𝑡α 
2⁄
𝑆

√𝑛
 , 𝑥̅ + 𝑡α

2⁄
𝑆

√𝑛
 ]                                                                                                                       (34) 
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This method depends on calculating confidence interval of population mean based on changing the 

value of significance level α from 0.005 to 1. The starting point for α is arbitrary, it can start from 0.01, 

0.05, 0.001, 0.005… etc. 

The calculated confidence intervals are denoted as [µ𝑙(α),  µℎ(α)] for each α and place these 

confidence intervals one on top of the other, respectively from 0.005 to 1, to produce a TFN of 

population mean µ which α-cuts are the confidence intervals. For α =1 the estimator will be a point 

instead of an interval. 

The bottom of population mean (µ) must be completed to be a complete TFN. So, the graph of 

population mean (µ) is dropped straight down to complete its α-cuts. So that µ (α) = [ µ𝑙(0.005), 

 µℎ(0.005)], for all 0 ≤ α ≤ 0.005, [16]. 

7.  Advantages and disadvantages of using fuzzy algorithms 

-The Fuzzy algorithms are often robust, in the sense that they are not very sensitive to changing 

environments and erroneous of forgotten rules. 

-It gives the weight of each value. 

-Simplicity and flexibility can handle problems with imprecise and incomplete data can model nonlinear 

functions of arbitrary complexity cheaper to develop, cover a wider range of operating conditions. 

-Most people think that fuzzy is not accurate and rigorous. If we had Boolean (binary, non-fuzzy) brains, 

we would be seriously unable to survive. 

8.  Application on fuzzy estimation of the mean for electric load consumption 

In this application the load consumption in a certain compound inside Cairo for one month has been 

measured. The data is considered to be in kilowatt. The mean of the load consumption has been 

calculated by choosing the fourth algorithm by assuming fuzzy load consumption data and the standard 

deviation is unknown. Also, the mean of load consumption with crisp data and unknown standard 

deviation for different significance levels has been estimated by choosing the fifth algorithm. 

Only these two algorithms have been chosen for this application because they are more applicable 

due to the unknown of standard deviation. 

A random sample data has been measured of the electric load consumption at January for 450 

apartments in certain compound at Cairo. The apartments have the same area and the data was taken 

under the same conditions for all. 

Crisp data →TFN data: X → [X-k, X+k], where k is a constant. 

 

Actual and TFN electricity load (kW) data with k=10 

Data number Crisp data TFN data 

1 224 [214,224,234] 

2 157 [147,157,167] 

3 97 [87,97,107] 

… … … 

450 318 [308,318,328] 
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8.1.  Fuzzy load consumption data with unknown standard deviation 

Assuming the population is normal distribution. Calculating the sample mean  

 

𝑋̅𝐹 = 
∑ 𝑥𝑖
𝑛
𝑖=1

𝑛
 = [146.28, 156.28, 166.28]                                                                                               (35)    

                                                                                                               

Then 𝑋̅𝐹 will be TFN with triangular membership function µ𝑋̅𝐹 (𝑥) 

 

µ𝑋̅𝐹(𝑥) = {

   0                                                     𝑥 ≤ 146.281 , 𝑥 ≥ 166.28
𝑥−146.28

156.28−146.28
                                           146.28 ≤ 𝑥 ≤ 156.28

166.28−𝑥

166.28−156.28
                                            156.28 ≤ 𝑥 ≤ 166.28

                                           (36)    

Figure 1. Membership function of sample mean µ𝑋̅𝐹(𝑥) 

 

Since the standard deviation of population (σ) is unknown. So, the sample standard deviation (S) is 

provided as  

 

𝑆𝐹 = √
1

𝑛−1
∑ (𝑥𝑖 − 𝑋̅𝐹 )

2𝑛
𝑖=1                                                                                                                   (37)                                                                 

 

The sample standard deviation (S) will be a TFN  

 

𝑆𝐹 = [ 𝑆1,  𝑆2,  𝑆3]    =   [86.67, 96.67, 106.67]                                                                                            (38)                                                                                 

 

With triangular membership function µ𝑆𝐹 (𝑥) 

 

µ𝑆𝐹(𝑥) = {

   0                                                   𝑥 ≤ 86.67 , 𝑥 ≥ 106.67
𝑥−86.67

96.67−86.67
                                           86.67 ≤ 𝑥 ≤ 96.67

106.67−𝑥

106.67−96.67
                                            96.67 ≤ 𝑥 ≤ 106.67

                                                 (39)                                                         
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Figure 2.  Membership function of sample standard deviation µ𝑠𝐹̅(𝑥) 

 

Since the population standard deviation is unknown. Then, it has been calculated using t-student 

distribution with 449 degree of freedom. 

Then (1-0.01) % confidence interval for the population mean (µ) can be calculated   

 

µ𝐹 = [𝑋̅𝐹 − 𝑡0.005
𝑆𝐹

√𝑛
 , 𝑋̅𝐹 + 𝑡0.005

𝑆𝐹

√𝑛
 ]  = [ [133.26, 144.48, 155.7], [156.84, 168.06, 179.28] ] 

 

Figure 3.  Membership function of fuzzy mean µ𝐹 = [µ𝐹1  , µ𝐹2  ] 
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8.2.  Crisp load consumption data with different significance levels 

Assuming the population is normally distributed and the standard deviation of population is unknown. 

Calculating the sample mean  

 

𝑋̅ =  
∑ 𝑥𝑖
𝑛
𝑖=1

𝑛
   =     156.28                                                                                                                                                  (40) 

 

The sample standard deviation (S) is provided as 

 

𝑆 = √
1

𝑛−1
∑ (𝑥𝑖 − 𝑥̅ )

2𝑛
𝑖=1           =      96.67                                                                                                               (41) 

 

The sample standard deviation (S) will be a crisp as the data is crisp. The t-student distribution is 

presented because of unknown population standard deviation.  

Then (1- α) % confidence interval for the mean of population (µ) can be calculated as  

                                

 [𝑥̅ − 𝑡α 
2⁄
𝑆

√𝑛
 , 𝑥̅ + 𝑡α

2⁄
𝑆

√𝑛
 ]   =    [143.48, 169.06]                                                                               (42)                                                                                                     

 

Calculating confidence interval of population mean based on changing the value of significance level 

α from 0.005 to 1. The calculated confidence intervals are denoted as [µ𝑙(α),  µℎ(α)] and place these 

confidence intervals one on top of the other, respectively from 0.005 to 1, to produce a TFN of 

population mean µ which α-cuts are the confidence intervals. For α =1 the estimator will be a point 

instead of an interval. 

 

Figure 4. Membership function of fuzzy mean µ𝐹 
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9.  Conclusion 

Five new algorithms have been proposed to construct fuzzy confidence intervals for fuzzy and crisp 

parameters based on fuzzy and crisp observations. These algorithms recalled the ordinary methods of 

the theory of interval estimation in the classical estimation. There are some advantages and 

disadvantages of using fuzzy algorithms have been discussed. Each algorithm differs from the other 

depending on the time consumed and calculations complicity. Only two algorithms have been applied 

on fuzzy estimation of the mean for electric load consumption because they are more applicable due to 

the unknown of standard deviation parameter.   
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