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ABSTRACT 

In this paper, the linearization iterative method in frequency domain for 
the design of recursive digital filters having a desired spectral density 
characteristic is proposed. For getting the initial solution, the separat-
ion of spectra algorithm is employed. This initial solution affects hardly 
the rate of convergence of the already existing (steepest descent) algori-
thm. However a care has been made to the choice of the initial condition 
which has consequently lead to a better perfomrance than that obtained 
using nonoptimal initial solution for the same number of iterations. 

For the same near optimal initial solution the linearization algorithm has 
been applied. This algorithm has lead finally to a design procedure by 
which the filter parameters best approximate the desired specifications 
with smaller number of iterations. 

The extensive study of the practical results of the proposed and already 
existing algorithms has shown that, with the same initial solution the 
linearization results in a better performance with less computation time. 

* Radar & Guidance Chairs, M.T.C., Cairo, Egypt. 
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1. INTRODUCTION 

The problem of design digital filters is involved mainly in the exteraction 
of filter's coefficients such that a specific aspect of the filter response 
(impulse response, frequency response, or spectral density characteristic) 
approximates a desired behaviour. Accordingly, the filter design problem is 
basically a mathematical approximation problem and consequently is strictly 
treated from a mathematican's point of view. A recursive filter having p-
poles and q-zeros designed by approximating a desired spectral density char-
acteristic is called an ARMA (p,q) (Autoregressive Moving Average)-Filter, 
and the methods performing this design are named" statistical methods" /1/- 

/3/. 

As the non-iterative algorithms give a rather good, but suboptimal solution, 
the steepest descent gradient iterative method has been proposed in /4/ , 

for improving the initial filter's chars. The steepest descent meth-
od is relatively simple to implement, since it requires only the calculation 
of the first derivatives required to determine the gradient vectors. Unfort-
unately, it is practically proved that it converges in a most disapointingly 
slow fashion. For this reason a powerful algorithmic procedure must be impl- 

emented. 

In this paper, the linearization algorithm has been proposed and applied for 
designing recursive digital filters knowing their spectral density characte-
ristics. In Sec. 2, the separation of spectra algorithm /3/, which is used 
to obtain the initial coefficients and the spectrum of the filter, is intro-
duced. Sec.3 gives a review of the steepest descent algorithm /4/. In Sec.4, 
the analysis of the proposed approach with the flow scheme of the FORTRAN 
program are given. The experimental results and the comparison with the meth-

od of /4/, will be given in Sec.5, demonstrating that, with the 
same initial 

solution the linearization results in better performance with less computat- 

ion time. 

2. INITIAL DESIGN OF THE DIGITAL FILTER 

The separation of spectra algorithm proposed by A. Hanafy /3/ is implemented 
to calculate the different parameters of the digital filter which are then 
used as an initial estimate for subsequent design techniques. These param,- 
ters include the order of the desired filter, pole-and zero-coefficicurs 
that the resulting spectrum is as close as possible to the specified one, 
and the spectrum of the resulting filter. In this algorithm the pole-and 
zero-coefficients are calculated. using Levinson algorithm /5/. The flow 
chart of this design procedure is given in Figure I. 

3. STEEPEST DESCENT METHOD IN FREQUENCY DOMAIN 

The complete analysis of this method is presented in /4/. It is based on 
the well-known fact that a function locally decreases most rapidly in the 
direction of its negative gradient. The error function to be minimized is 

given by:- 

	

c(a,b) = E 	(g R(ejaw) - Rd(ej"))2  

	

M 	 (1) 

n=1 

where g is the gain-square of the filter, R
d
(e

jnw) is the desired spectral 

density characteristic and M is the range of optimization and R(einw
) is 

Liiven by: 	
_J 
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Where a_ and b. are the pole-and zero-coefficients of the filter respecti- 

vely. 

The iterative relationships used in this approach are of the from: 

a
m+1 

	

= a
m + aA a 	 (3) 

b
m+1 

	

b
m + aAb 	 (4) 

where a
m and  b

M denote the values of coefficient vectors at the m th itera-
tion and Aa and Ab are suitably chosen such that 

	

L 
Aa = - a 

(am  , 	bm) 
	

(5) 
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LA) = - 
	(am, bm ) 
	 (6) 

The flow chart of this algorithm is given in Fig.2. 

4- LINEARIZATION METHOD IN FREQUENCY DOMAIN 

In the linearization algorithm, the error function to be minimized is 
by (1) and a quadratic approximation to the functional E(a,b) is made .. 
is dependent upon Linearizing the desired response about the prevailing 

coefficient vectors as follows. 

R ( a +Aa, b +Ab) 	(a,b) + T(a,b) 

	

op 	op 

	

where R 	is defined by: 
op 

AAab 
(7) 
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n
) = g R(z

n
) 	 (g) 

where z
n = e

jnw 
and the M x(p4q) matrix T(a,b) is found to be composed of 

column vectors which are equal to the recursive system's first-order sensi-
tivity vectors, that is : 

T(a,b) =[R /D a,, 	3R /da , 312. /313 , ....DR /3b ] op 	op p op o 	op q 

To get 3Rop(zn) /3 ak  and 3Rop/Dbk, differentiating (8) with respect 

b
k
-coefficients which gives: 

3 R
op
(z

n
) 	 p  

p 
21Cn 

a 	o n opa n . k 	 i=o 
and 

(9)  

to a and 

(10)  

R
op
(z

n
)  

— b 	 —21C =  2g Ropa
(z

n
) . E 	b

i
. cos 	11  (i-k) 9 

k 	i=0 
where N is the number of DFT points used in caluclation and R

opa(zn) is given by: 

R(z 	
1  

opa n ) - 	'
1 
 2 (12)  1 P az -  

i n l' i=0  
By substituting.(7) into (1) and using standard gradient techniques the 
set of perturbation vectors which minimize (1) is readly found to be : 

[ Ab 1 [ 
yea(a,b) 

T (a,b)
t 
T(a,b) 	= 	

1 

(13)  

. Aa 

VE
b
(a,b) 

6(a,b) 
	 and 

ak 

3c(a,b) 
are the gradients of the error function with respect D b

k 
to the a- and h-coefficients respectively. These gradients can be obtained 
by differentiating (1) which leads to : 

where 

3e(a,b) 
	 - - 4 ( E 	(R

op
(z

n
) - D a

k n=1 

P 
. A' cos 
1= 

and 

R (zn)). Rop(zn). Ropa(zn). 

1n . 
k= 1,2, ...,p (14) 

36 (a,b) 

D b 
	 - 4 g ( E 	(Rop(zn) - Rd(zn)). R

oa
(z

n
). 

k 	n=1 	 p  

E b. cos 	(i-k) , k =1,2, ...., q 	(15) 
i=0 1  

To determine the search direction vectors Aa and tb, one must solve the 
system of (p+q) linear equations (13). Knowing the search direction vectors, 
the a-and b-coefficients can be calculated iteratively using (3) and (4). The 
iteration step size at step (m+1) is usually chosen as : 
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a - m + 1 

where c is a constant less than one 

The schematic representation of this algorithm is shownin Fig.3. 
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In this section, practical examples for the design of digital filters, 

employing the above three methods are introduced. The 
filter with the best 

performance is that having minimum peak pass-hand ripple (PPBR), maximum 
stop-band attenuation (MSRA), minimum error between the obtained and des-
ired spectra (ERR), and transition region (TR) as close as possible to the 
specified one. These parameters will be considered as measures of officie- 
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In each example, the procedure of design is as follows: 
1. From the desired specification, the initial parameters of the filter are 

found using separation of spectra algorithm /3/. These parameters are: 
pole and zero coefficients ;roots of denominator and numerator polynom- 
ias, peak pass band ripple (PPBR), minimum stop-band attenuation (MSBA) 
and error between the desired and obtained spectra (ERR). 

2. By using these parameters as an initial solution, the steepest descent 
/4/ and the proposed Linearization methods are employed and the same 
parameters are recalculated. 

Analysis of the results and comparison among the three methods are accomp-
lished in the following examples. 

Example 1 
Fig.4. indicates the characteristic of the desired low pass filter 

Comparison between the apecifications of the resulting ARMA (11,9) from the 
design using separation of spectra, steepest descent and Linearization algo- 
rithms are shown in table 1, while Fig.5. indicates the behaviour of the des-
igned filter in both pass-and stop-bands. 

Table.l. Comparison of the specifications of ARMA (11,9) designed using 
different techniques. 

Method of Design Specifications No. 	of 

iterations PPBR(dB) MSBA (dB) ERR 

Separation of 
Spectra. 

0.313461 49.534 0.0636 - 

Steepest desc- 
ent. 

0.118187 49.754 0.0048 300 

Linearization 0.0587 49.808 0.0012 100 

From Fig.5. and table 1. it is clear that the linearization is more efficient 
than the steepest descent method. The improvements observed in pass-band 
ripple (PBR), stop band ripple (SBR) and the error (ERR) with respect to that 
obtained by application separation of spectral algorithm is given in table.2. 

Table .2. Counparison of the improvements in the specifications of ARMA(11,9) 
when employing iterative technicques. 

Examples 2. 
Fig.6. Indicates the characteristic cf the desired high-pass filter. 
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Comparison between the specifications of resulting ARMA(11,11) using different 
techniques are given in table 3 while the behaviour of the designed filter 
in both stop-and pass-band is shown in Fig.7. 

Table 3. Comparison specifications of ARMA (11,11) designed with different 
techniques. 

Method of Design 
Specifications No of 

iterations 
PPBR (dB) MSBA (dB) ERR 

Separation of spectra 0.188 44.715 0.0956 - 

Steepest descent 0.034 44.878 0.0021 300 

Linearization 0.024 44.921 0.0011 100 

From Fig.7. and table 3 it is clear that the improvements in the resulting 
filter's performance using linearization method is better than that when 

L 
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appling the steepest descent method. The values of these improvements are 
given in table 4. 

Table 4. Improvements occured in the specifications of ARMA (11,11) using 
the iterative techniques. 

Used Method Improvements in the 	specifications 

PBR (%) SBR(%) ERR (times) 

Steepest descent 81.91 57.19 45.5 

Linearization 87.23 • 71.92 86.4 

6. CONCLUSION 

Since the initial solution affects hardly the rate of convergence of the 
iterative technicques, a care has been made to the choice of this initial 
solution which has consequently lead to abetter perfomrance of the filter 
designed using steepest descent than that obtained using nonoptimal initial 
solution for the same number of iterations. 

The extensive study of the practical results of the proposed ( lineariza-
tion) and already existing algerithms has shown that, the proposed algorithm 
has lead finally to a design procedure by which the filter parameter best 
approximate the desired specifications with smaller number of iterations. 
So with the same initial solution the linearization results a better perfor-
mance with less computation time. 

REFERENCES 

1. C.T. MULLIS, and R.A. ROBERTS, " The use of Second Order Information in the 
approximation of Discrete-Time LInear Systems", IEEE Trans. A coust., 
Speech, and Signal Processing, Vol. ASSP-24, No. 3, PP. 226-238, June, 
1976. 

2. A.A.BEEX, and L.L. SCHAPF, " Recursive Digital Filter Design Via Covari-
ance Sequence Approximation" IEEE Trans. Acoust., Speech, and Signal 
Processing , Vol. ASSP-29, No. 1, PP.51-57, February, 1981. 

3. A.HANAFY, J.LE ROUX, and J. PRADO," ARMA Digital Filter Design Technique 
Through AR-Processes", European Conf. On Circuit Theory and Design, PP. 
1008-1012, The Hague, 1981. 

4. A.HANAFY, J. LE ROUX, and J. PRADO," Iterative and Non Iterative 
Techniques For The Design of Recursive Digital Filters", ICASSP,Paris, 
1982. 

5. S.ZOHAR, "The Solution of a Toeplizy Set of LInear Equations", J. of 
the Association for computing Machineary , Vol. 21,No.2,PP. 272-276, 
April, 1974. 

6. F.TBRAHIM ," Proposed Approaches to Digital Filter Design Using Iterative 
Techniques" , Thesis of M.Sc., MTC, Cairo, 1984. 

L 



    

MILITARY TECHNICAL COLLEGE 

    

     

NAV-5 	153 

   

CAIRO - EGYPT 

i'',V13TAR/GPS System and DIFF. CPS System Tropospheric 

Range Correction Modelling 
by 

Sayed Yousof and M. Sarny Abo El Soud 

Avionics Dept., Military 

Technical College 

ABSTRACT 

The NAVSTAR/GPS System. is the satellite navigation s-

ystem which is being developed since early 1973 and is ox-
pected,to b, in full operational phase from 1987/88. This 

system is based on range deterinination corresponding to a 
one-trip time delay of the received signals from the sate-

llite transmitters which use atomic frequency standards. 

There are several sources of error in determination of ra-

nge between a satellite and the user. The dry component r- 
epresnts larger than :,(Y;6 of the total tropospheric 	range 
error. Balloon data have been collected and analysed at d-

ifferent sites world-wide over several years. World-wide 

models are given that enable calculation of the correction 

at a specific location based on surface meteorological pa-

rameters at this location. Also, algorithms are available 

to find the value of the correction at an arbitrary eleva-
tion angle (N 50). Here, it is given how to extend locally 

valid models to world-wide applicable models using average 

parameters and a residual of random nature. The variance 

of the residual is evaluated as function of the source te-

perature. Also, an algorithm to evaluate the value of this 

variance at an arbitrary angle (>32)is provided. Further,a 

L_ 
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refractivity statistics at an Egyptian site ( Mersa Matrouh ) 

is used to study the application of this model when using the 

NAVSTAR/GPS System in Egypt. 
1. Introduction 

The satellite navigation system NAVSTAR/GPS System is 

based on range determination via a one-trip delay time meas-

urement. This system uses a constelllation of 18 satellites, 

( 24 in a later phase of system operation ), to provide 	a 

worldwide navigation coverage. On each satellite, a transmit-

ter with an atomic frequency standard transmits clock corr-

ection parameters to the user in the nav igation signal. The 

requirement for the user to have precision clock synchronized 

to the GPS time is eliminated when range measurements from at 

least four satellites are used for position fixing. The four 

unknowns computed here are the user three coordinates in ear- 

th centered earth-fixed (ECEF) coordinate system, plus 	the 

user clock offset bias. 

2. sources of error in GPS System 

The errors in the GPS System are due to several factors. 

The ionosphere dual frequency error is modeled as a Markov 

process and is of the order of 3.0 m. The tropospheric error 

is of the order of 1.0 m and is modeled as white noise. The 

range mechanization error is of the order of 1.0 m and 	is 

modeled as white noise. Range quantization error is of the 

order of 0.25 m and is modeled as white noise. Satellite ep-
hemeris error is of the order of 1.8 m and is modeled as bias. 

Pseudo range measurement error is of the order of 1.2 m and is 

modeled as Markov process. 

3. Differential GPS System 

The differential GPS System implies in addition to the 

normal GPS System, the range measurement between same satell-

ites used by the user and an additional base point (reference) 

receiver. Based on the number of satellites used, i.e. either 

three or four, is determined the system precision and the num-

ber of unknowns that can be determined. When three satellites 
are used, five unknowns can be found, these are the three 

NAV-5 
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1 
coordinates of the system relative to the base point (refer-

ence), the user clock offset bias, and the base receiver cl-

ock offset bias. On the other hand, when four satellites are 

used, three more unknowns can be found. These are the three 

absolute coordinates of the user measured in ECFF coordinate 

system. The inherent accuracy enhancement of the differential 

GPS System is due to the fact that the user and reference 

receivers are measuring range to the same satellite at the 

same time. Therefore, the range errors due to satellite eph-

meris errors and clock ephemeris errrors can be cancelled out 

to a very high degree of precision. Moreover, when the user 

and th eference receivers are relatively near to each other 

then the range errors due to the atmospheric effects at both 

sites are largely correlated .together and can be cancelled 

out to a high degree of precision, the higher the nearer the 

two points to each other. 

4. Tropospheric range error 

The tropospheric range correction is given by 

	

pR .5(n-l)ds 	along the signal path 

=j10-6Nds 

	

N = 106(n-1) 	 (2) 
is the refractivity and n is the refractive index of the air. 
Hopfield,c.81-1101 has used the model of Smith and Weintraub, 

1111 to derive a model for the dry component of the troposph-
eric correction as function of surface meteorological data and 

the satellite elevation angle E. Considering the dry component 

for which an accurate model is elaborated by Hopfield that has 

a prediction error less than 0.08%. That is 

( h- - h )4 
Nd(h) Nds 

a  
(3) 

h4  
where 

hd = hod + adTc 	 (4) 

( 1 ) 

where 

and Nds is the surface refractivity, while Tc  is the temperature. 
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latter case is different from the former case by the value L'av° 

The dependence of this value on temperature is drawn in Fig1. 

From this figure it is evident that the value of 6all  is 	las 

than 8 mm for cold regions such as Europe and the USA, and less 

than 5 mm for tropical regions such as Egypt. Gav  is defined as 

2 	1 r 	11.2 	1 	c2  
uav

(m)  
' = M i=1 vii 	M 717=1'2i

(m)
) 	

(10) 

2 - 

-20 -10 0 10 20 30 40 50 

Temperature T (°C ) 

Fig. 1 Dependence of Tropospheric prediction error 

av on temperature 

and it is the average prediction error of tropospheric range_ 

correction in meters averaged over one year of observation. 

As shown in [131 this definition accounts for the fact that 

the model can be used at a temperature different than the 

temperature of balloon measurements providing the data for 

model parameters determination. Further, the dependence of 

6C1R on elevation angle is drawn in Fig.2. This is the depen-,1  
dende of 	of the random residual of the tropospheric range 

correction on elevation angle E ( assuming E >2.5°  ).  

L 
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6. Tropospheric range error at an Egyptian site 

A program has been initiated in Alexandria University to 

study the statistics of the surface refractivity Ns  over one y-

ear of observations using the formula 

77.6  N - 	( p + 4810 	) 

4.Ra  
(mm) 

40 

30 

20 

10 

10 20 30 40 50 60 70 80 90 
E (o ) 

Fig.2 Dependence of the rms of the residual 

the elevation angle E 

on Rd 

The data used in this program are collected by a weather stat-

ion in Mersa Matrouh, 28 m above mean sea level. Instrumented 

weather balloons are released in the atmosphere twice daily at 

1200 and 2400 hours approximately to obtain vertical profiles 

of basic meteorological data. The balloon instruments measure 

pressure, temperature, and relative humidity at specified pr-

essure levels and transmits the data to the weather station. 

The statistical behaviour of the surface refractivity Ns  

is described in Fig.3 and Fig.4. In Fig.3 the monthly behavio-

ur of mean surface refractivity with one standard deviation 

indicated. In Fig.4 is drawn the monthly behaviour of the mean 

L 
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Fig.5 Monthly behaviour of the eiean surface 
refractivity 	with one standard dev- 
iation indicat'nd. 
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.4 Monthly behaviour of the lican surface 
refractivity ho  with ,:axLI:a and e101ea 
indicated. 
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surface rcfractivity with corresponin e.axima and minima ind-
icated. 
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