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ARCHITECTURE FOR FILTER ALGORITHM
IN GPS/INS INTEGRATION

Ahmed Azouz* and Ahmed E. Abdalla*

ABSTRACT

An inertial navigation system (INS) exhibits relatively low noise but tends to drift 0\

/" exhibit no long-term drift. Integrated INS/GPS navigation systems provide the best

both worlds: the low short term noise characteristics of INS and the long term stabi
of GPS are combined to provide a navigation solution with accuracy, reliability a
robustness far beyond the sum of the constituent parts. However, in order to ft
evaluate the performance of an integrated INS/GPS system, it is necessary
stimulate both the GPS and inertial components of the system simultaneously. In tl
paper, the architectures for common filter algorithms in GPS/INS loose integrati
are presented. The error dynamics for attitude calculation are derived. Algorithi
analyzed to evaluate the different systems. This system evaluation are required
help to create specification data; to aid integration algorithm design and tuning;
determine if the receiver meets a given specification; to create conditions beyo
those which can be created during live trials; and to recreate a known anomaly whi
occurred in the real world.

KEYWORDS

Inertial Navigation System , Inertial Measurement Unit, Global Positioning Systems
Loose integration ,Direction Cosines Matrix, Skew-symmetric matrix, and
Quaternions.
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1- INTRODUCTION

GPS and INS have complementary qualities that make them ideal to use for sens
fusion. The limitations of GPS include occasional high noise content, outages wh
include its long-term stability and its capacity to function as a stand-alone navigati
system. In contrast, inertial navigation systems are not subject to interference
outages, have high bandwidth and good short-term noise characteristics, but ha
long-term drift errors and require external information for initialization. A combin
system of GPS and INS subsystems can exhibit the robustness, higher bandwic
and better noise characteristics of the inertial system with the long-term stability
GPS. The level and complexity of GPS and INS coupling is dictated by seve
factors, including desired navigation accuracy, quality of the inertial measureme

__unit (IMU),_and required robustness of the GPS receiver outputs. The levels

Kalman filter used in GPS/INS integration module is independent on the Kalman fil
of GPS module, which increases the reliability of the system in case of failure GPS
INS.

Tight Integration is a more complex level of coupling is tight integration [2],where t
raw GPS ephemeris information and the position and velocity from INS algoritt
used to predict pseudoranges and Doppler measurement. The tight integrati
method contains only a single Kalman filter.

Ultra-Tight Integration is the most complex level of coupling [3]. It occurs at the Gl
tracking-loop level. It takes the difference between predicted in In-phase a
Quatrature-phase of INS and the raw of GPS measurements In-phase a

attitude. In terms of performance, ultra-tight integration also offers the most benei
in terms of accuracy and robustness improvements to the GPS receiver and ovel
system.

In this paper, the architectures for common filter algorithms in GPS/INS loc
integration are presented. The lose integration is used due to its computatiol
simplicity comparing with other integration algorithms. More over, it is suitable

parallel processing.

The error dynamics for attitude calculation are derived. Algorithms based

_ quaternions, and direction cosines are used. Simulation results are analyzed |

explore the advantages of each algorithm.

1.1- Architecture of Loose Integration

1 GPSJ/INS system with, |oose integration is depicted in Fig. , for which the operation |

" steps are given as bellow:

1- The Kalman filter of GPS extracts the position velocity data processes the r:
data received by GPS receiver.
2- The raw IMU measurements, (Specific forces and angular rates) are process
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--+The loose integration method is distinguished by its simplicity in implementation a

its robustness. If one of the sensors (INS or GPS) fails, a solution is still given by t
other sensor. Other advantage of the loose integration can be seen in the processi
time of the algorithm due to generally smaller state vectors. One of the benefits

characteristics than the GPS solution alone.

Specific forces
and body rate corrections

______________________
position, velocity, and
attitude corrections

A J

Inertial
Measurement
Unit

| GPS

Receiver

position, velocity, and

Specific forces
and body rates

attitude estimates N
INS-derived position
and velocity estimates GPS/INS
integration
using Kalman
filter

GPS Kalman
Filter

Aiding

~ Fig.1. GPS/INS system with, loose integration

The disadvantage is mainly that it is impossible to provide measurement update fr
the GPS filter during poor GPS cover (less than four satellites), Loose integration
best implemented with higher quality inertial sensors (navigation-grade or tactic
grade) if the GPS outages are long in duration. Lower quality inertial sensors ¢
also provide some immunity against momentary GPS outages, especially if th
various biases were calibrated using GPS prior to the outage. In general, lov
quality inertial sensors are suited for applications where GPS outages are infreque
and short in duration.

2- POSITION ERROR DYNAMICS

The error dynamics equations for positions in the N-frame are functions of positi
and velocity error [4,5].

O1" =F,, or" + F,, ov"
where: §r" = (5¢ A 5h)'is the error in position in N-frame, &v" =(Sv, v, v, )"
the error in velocity in N-frame,_F,, and F,, are described by the followi

equations.
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ol op o 3- VELOCITY ERROR DYNAMICS
ch dl . . : o . :
67 5 The velocity dynamics equation of inertial navigation system is [4]:
(O} 1
V'=Cp " - (20 + ol )x V" —g"
Take in consideration the accumulation error, the calculation and measurement err
The computed version of the velocity dynamics equation can be expressed as
Vi=C " (20" + @ )x V" —g"
Foongn—yn 48y Where:

G0 ds.brj’/

Cl=Cp+8C;
£ =£° 4+ §f°
o, =0, +00;,
@, =0, + 80,
V' =v" +dv"

gn:gn+8gn

where:_gv" _is the error in velocity in N—frame._sc; is the error in transformation fr¢

B-frame to N-frame._§f® _is the error in specific force measure in the B-fran
3w, _is The error in projection of the rotating rate vector of the E-frame w

respect to the I-frame on the N-frame._&,):n is The error in projection of t

rotating rate vector of the N-frame with respect to the E-frame on the N-fran
dg" is The error in gravitational acceleration.

By neglecting the second order error terms, Eg. (5) can be reduced to

V" = —(280] + 8l )x V" — (20, + o )x V" —dg" + Cp 6f° +8C; £°
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Eq. (6) can be reduced to
V" =F 8"+ F,, 8v" +8Cp £° + Cp 5"

where: F, and F , described by the following equations [4].

— - _-_-_-_-_-_-__nN v

— 2

- 2 ]
-2V, o, cos(p) N I — ~ 0 VNVDZ Y tan(cpz)
o (Nthos (@) i . (M+h)y (N+h)”
2, vy cos(p) H

VoVy 0 P TVEVp VWV tan(¢@)

-2m sin(gp) + ——~—— P 2 2
OO N o) (R (N
Fo = | v: Vi

2v, o, sin() — 8.8 x 10 sin(@) cos(p)h
_ Zugse [1+E”sin’ ()]E” sin(¢) cos(¢) : 0
[1-E*sin*(9)]”* o

(N+h)> (M+h)*
—4.4x107sin’ (@)
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| |
S |20, sin(e) 2v, tan(@) ! Vi
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—2Vy i -2, cos(p) — e i 0
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The calculation of term 8C} f* and C} 5f"depends on solution approach as given
table 1. and table 2.

Table 1 Calculation of term C} 5f°

Algorithm Cp of°
3f,
Cpof° =Gy, | Of,
3f,
Quaternion
s

here. 4+ - -9 299-99)  2(q9;+9.9,)
WRETE: G, o= 20,9, +9:9) 9+9 -9 -9  2(9,9; —9,9)
2(q,9;-99) 29,95 +9,9,) 9+~ 9>

SCE fb = FVAC [6C11 8C12 6(:13 8C21 6C22 8C23 6(:31 8032 8C33] '

Direction
Cosines f. £, f, 0 0 0 0 0 0
where: . _lo o o f £, f, 0 00
00 00 0 0f f f







Table (2) Calculation of term 3C} f°

algorithm 5Cpf°
tttttttttttttttttttttttttttttt&\um } 84,
: - SCf* = F dq,
bl = Fvaq
3q,
3q,
i 2q,f, =4, T, 129, f, +4,f, | 1
Quaternlon 0 fz y | 1 . y L +a,f, | —qf, +aqf
S where: L R S 1 P B .
2q,f, +q,f, 1 12q,f +q,f, 1
oy +q515 ! L ER Vs TR
Foag = P 4 f,—qof, | i qof,+q,f,
ok . P
2q,f,-q, 1, | | D 2q5f,+q, 1,
f, f, f, f, ;
+q,f, i CER SRR i qo I, +q; 1, i +q.1,

8Cy " =Fyc [8011 oc;, Oc;; Ocy Bey  Bey; By ey, 6033]T

Direction where:_

Cosines

4- ATTITUDE ERROR DYNAMICS

[&.’99.’\:;9: , and

4.1- Attitude Error Dynamics Based on Quaternions
We define the quaternions error as the arithmetic difference between the quaterni
 @gaxe: (computed) } - estimate,and the true quaternion.

8q, =4, -q, (

Attitude Error Dynamics can be expressed as [4] given in equation (11).

34> =0.5QF 5q° +0.58Q q° (
| - Wwhere;,
Sgdoxe: EQib Sqn ' 89,
1 dq
1 —Q° 8q° = !
ESQR’ q: described by 2 2, 8q, FAAQ dq, (
the following equations. L 8q3
0 -050, -050, -05o0,
1 o b 1 P 0.5m, 0 050, -050,
Sgiza: —OCY () =— M=l 050, 050, 0 0.50,
2 2 050, 050, -050, 0
.. [4]

[Qgizn:ﬂ ]




dw,

1 b b
EBQib q, = GAAQ wa (
o)

- q - QZ - qz

Il 4% -4 q

GAAQ _ 5 70 73 B 72

d; d, q,

- Qz ql QO

4.2- Attitude Error Dynamics Based on Direction Cosines
The attitude dynamics based on direction cosines is expressed by:

i"=Clr’ (14)

Where: C] is the direction cosine matrix (DCM), which represents the transformati

[u.'sg.'\:m: , and

in B-frame as shown in the following figure.

The velocity vector in N-frame can be expressed as given in equation (15) [5].
I‘.ll — @:b X rl'l
=Q"r" (15)

__(n b _.b
- Cb an r

Where: ], is the projection of the rotating rate vector of the B-frame with respect

[Qg.’\:m: , and

}\\ the N-frame on the N-frame_and €27, is the skew-symmetric matrix, corresponding

~ ¥

Depending on the form that the derivative of DCM CE can be expressed, t
methods can be extracted where C!=C!Q" represents method one a

C! =-Qp C! represents method two.
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5- IMPLEMENTATION OF THE INS/GPS KALMAN FILTER

The INS/GPS Kalman Filter implementation is divided into_four steps, as explained
following subsections.

5.1- Continuous System Equations

I

x=Fy+Gu

Where: F is the dynamics matrix (state matrix), x is the state vector, u is the forci

Y = Y Y ey Y

or"
x=| 8" |=[6¢ &r &h &v, &v, &v, 8q, 8q, 8q, 8q,]" (
84,
Sf°
u=[ sz[Sf 5f, of, dw, v, O, (
8(}). X y z X y z
ib
Fo Fo 0., 0,, O,
F=1F, F, F,|'G= Gue 0s, (
0 0 F 0 G

4x4 4x4 AAQ 4x3 AAQ

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

.~ direction cosines can be expressed as follows:

or"
| [8¢ 8 8h v, dv, dv,
x=|ov" |= T (2
6Cn 6cll 60]2 60]3 6ch 6C22 6023 6C}] 6C32 6033]
b
Sf°
u:(&”b]:[?}fx S, of, do, dw, dw,|" @
ib
FRR FRV 03><9 03 s 03 ,
F=F. FE, Fu *G= G, Oy, (2
0,, 0,, F 0,, G

9x3 AACI 9x3
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{Equat.ons of T ,/ direction cosines method one matrix can be constructed by augmentlng Eq. (1), (
{&.99.\:4; Direction Cosines T // s and .l saaa e S5 il Il as follows:

Using Alternative Algorithm

BOgdxo! )/ or"
Wadxo: direction cosines r=| &’ :[8@ oA o6h ovy Ov, v, (
using alternative algorithm - 80“ 8012 5013 5021 Sczz 5023 803] 8032 503}]T
b
Sf°
u-( J [t f, o dw, do, dw,]' (
ib
FRR FRV 03><9 03><3 03><3
F= FVR Fvv FV/\C ‘LG: GM,(, OM (
09><3 09><3 F/\/\CZ 09 3 G/\/\(‘Z
e J -~ _The details of matrix F and matrix G are given in [5].
(Ssixe: The }-_ 5.2- CONVERT THE CONTINUOUS SYSTEM EQUATIONS TO DISCRE
EQUATIONS
X(te) =0t 1) 2(t) + [ 0t 1) Gle) u(e) do (
or in abbreviated notation
Xt =Py X T Wy (

where: A is the state vector at timetk, b, is the state transition matrix at time
W, is the vector of process noise at timetk.

The covariance matrix associated with w, Is

r1_JQ i=k
B, ]‘{0 ik (
where: Q is the covariance matrix of process noise in the system state.

The numerical method to find the state transition matrix over short time inter
At=t,,, —t, is preferred:

®, =exp(FAt) ~1+FAt ¢

The equation for_calculating covariance matrix of process noise in the system state
[Gg.bu: has the following form ] . t|met _(Q )is glven by equation (30).
Q= E[WK w, ]
et e T
= E{ [ [ 6..,.8) G¢) u(&)d&] [ [ 6t..8) G(e) u(a)da] } (

=[] 0.8 GE) Elu(e) u' ()] 6" (1) ¢ (t.om) d dn




Wgixo: This estimated does
not account for any of the
correlations between the
components of the driving

noise Wi that develop over
the course of a sampling
period because of the
integration of the continuous-
time driving noise through the
state dynamics Therefore, in
this research

[ Wgixo: estimated

[Qg.’\.xn: ie.,

/“‘

\\7 expressed by equation (31).

- The Q, is calculated using the first order estimation of the transition matrix, [9]

Q, ~$,GQG"§] At (
5.3- OBSERVATION EQUATIONS
The following observation equations
z =H, ¢, +v, (
where: Z, is the vector of measurement at timetk, A is the state vector at time
H, is the measurement matrix at timetk, and v, is the vector

measurement noise at timet, .
The covariance matrices for the v, is given by

E[uku?]={ROk b (

where: R, is the covariance matrix of noise measurement at timet, .

The position and velocity from GPS can be considered as measurements. T
straightforward formulation of the Observation equation can be written as:

Pins — Paps
Iivs ~ Taps 7"INS - }\’GPS I 0 0
Z = ———=—— = —h. H :( 3x3 3x3 3x3j (
K INS GPS k 0 I 0
n 3x3 3x3 3x3
Vins " Veps ) | 7T T T T
VINS VIGPS
However, this approach causes numerical instabilities in calculati

|H, P, HI +R, | 'for the Kalman gainK, . Because (@, —@gps) aNd (A —Ag
are in radians and therefore they are very small values. This problem can
resolved if the first and second rows are multiplied by (M +h) and ((N+h)cos(o

respectively [5]. Hence, the Observation equation will take the form:

(M +h) ((pINS ~Peps )
[(N +h) COS((\D)](;\’INS - 7\’GPS)

Z = (ths _hGPS
VINS VZPS (
M+h 0 0 1
q -| 0 (N+hycos(e) 010,10,
R U L
0 ', 10

and the following is covariance matrix of noise measurement :



. =diag(c; o; 0, 6y oy Oy (
which can be obtained from GPS processing.
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5.4- Kalman Filter Algorithm
Ygixo: Integration Through
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} The Kalman filter can be divided into two stages, the update, and prediction. In t
dabgins wSsleigiio || \ former, the Kalman gain,K,
i+ 1 ikl @bl

is computed flrst and then the state and the er
alis Y),¥ caileo covariance are updated using the prior estlmate, %
Ygi=o: and Results for Test

; and its error Covarlance, P
K, =P HI [Hk P, HE +Rk]_1
5(1( 22;+Kk [Zk Hk 5(;] (
P, :[I_Kk Hk] P,
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Fig.2._Simulation block diagram for GPS/INS integration using Kalman
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S A e Y e e Y Yo
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- [5] \\\\\ calculation used for INS algorithms by three methods quaternions [INSQ], directi
Fight \\\\L cosines method one [INSC1], and, direction cosines method two [INSC2].
control || Al 1 The difference between position, velocity, and attitude of aircraft model (true) a
parameter Mo ' ' output from INS algorithm is the error in position, velocity, and attitude as shown
(Aeros '
wind UAl '-6.2- SIMULATION RESULT
velocities,
The INS data rate is taken every 0.01 sec, while the DGPS data is taken every 1 st
true fix The sampled time of INS/GPS Jntegration using Kalman filter Ts (GPS/INS) = 1 sec,
" / The position and velocity plots from aircraft model (Aerosonde UAV) for testi
position "GPS/INS intearati . . . o L
i GPS/INS inte gration algorithms is considered as the true position and velocity ¢
reference ' shown in Fig.).
station of .The attitude plots from aircraft model (Aerosonde UAV) is considered as the tr
DGPS “attitude (roll [], pitch [], and yaw []) are shown in Fig.).
,The error in position, velocity, and attitude_based on previous assumptions usi
" Refi | different_methods of solution (Direct [GPS-D], Kalman [GPS-K], or Direct-Kalm
> statio| | [GPS-DK] methods) are shown in the Fig. 5, Fig. 6, Fig. 7, Fig. 8, Fig. 9, and Fig. 1
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in position is INS algorithm is
using quaternions for attitude
integration with GPS using
Direct-Kalman to solve
navigation equation.

The lowest RMS error in
velocity and attitude is INS
algorithm is using direction
cosines for attitude integration

solve navigation equation. |

with GPS using Kalman filter to | ,

[ Sgixet is

T

Ygi=o: The lowest RMS error |- -

CONCLUSION

As GPS / INS integration methods have become increasingly sophisticated, it is oft
no longer possible to test the sub-systems individually and extrapolate the combin
performance from the separate results; they must be tested together. Evaluating t
performance of an integrated INS/GPS system requires the stimulation of both t
GPS and inertial sub-systems simultaneously. In this paper, simulation of differe
GPSI/INS integration methods is applied. _The GPS motion data is used in a tim
manner. In the implementation used, the simulated IMU data is subjected to an er
model, which adds representative errors to the IMU. The simulation results explc

guaternions is the most reliable algorithm.
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Fig. (4.4): Chart of simulation block diagram for test GPS/INS through
Kalman integration

Wodxo [V] :1Y axsall Ahmed WO *ViYQiee YooV/e1/eq
Run simulation with sampled time of algorithm of INS Ts (INS) = 0.01 sec,
sampled time of DGPS Ts (GPS) = 1 sec,

Wodxo [A] :1Y axsall Ahmed WO *AiYlies YeoV/e)[eq

For test INS algorithm is using quaternions for attitude integration with GPS
using different methods to solve navigation equation (Direct [GPS-D], Kalman
[GPS-K],

WOgixo [A] ;1Y axsall Ahmed w2 *NiEVies YooV/e1/eq

The INSQ is the less error than anther algorithm in roll (¢) less error until

10.0042 sec from start, pitch (0) less error until 78.0068 sec from start,
yaw () less error until 10.0048 sec from start.



