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ABSTRACT 
 

We propose a supervised classification of aircrafts using the high range resolution 
profiles extracted from inverse synthetic aperture radar images.  The principal 
components are extracted from pre-processed synthetic radar data before applying 
the 1-nearest neighbour classification. The classification performances are presented 
in terms of the correct classification probability. A classification performances 
comparison is presented for two types of data: The HRR profiles and the principal 
components of HRR profiles.   
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INTRODUCTION 
 
It has been demonstrated that the High Range Resolution (HRR) profiles are 
discriminative for the Non Cooperative Target Recognition (NCTR) [1] [2] [3] [4].  In 
this work, we present a classification approach for 18 military non cooperative 
aircrafts using HRR profiles.  The HRR radar data set used to this effect is extracted 
from considered ISAR target images that have been pre-processed using a binary 
transformation and a contour detection algorithm [5].  
 
 
HIGH-RANGE  RESOLUTION  PROFILES  
 
In this paper, we use HRR radar signals for non cooperative target classification.  
The HRR radar provides a 1-D picture of what the sensor is looking at.  HRR signals 
are particularly hard to use for target recognition, partly because the 3-D world is 
projected onto just one dimension [1] [2] [6] (Fig. 1).  A further complication to target 
identification using HRR is that signals change considerably with only small changes 
in azimuth and elevation [1] [2] [3] [4] [6].          
 
 
DATA 
 
The data set used in this work is synthetic. For each target (ISAR image), there are 
96 range profiles consisting of 64 range bins.  Each profile vector corresponds to an 
unknown target/radar orientation.  Figure 2 shows some HRR profiles obtained for 
"A4"  and  "Mig27"  targets. 
 
 
RADAR  DATA  PRE-PROCESSING   
 
The radar data are submitted to the following treatments: 
 

- Hamming windowing [7]; 
- Box–Cox non linear compression [8] [9] [10]; 
- Normalisation.  

 
Figure 3 shows the pre-processing effect applied to the HRR profiles. 
 
 
The pre-processing operations applied to HRR vectors (obtained from ISAR images) 
improve considerably the Correct Classification Probability (CCP). (See Figure 4) 
 
 
FEATURE  VECTORS 
 
We chose the Principal Component Analysis (PCA) as feature vectors in order to 
reduce the dimension of the vectors to 26 elements instead of 64, preserving 99% of 
useful information on the data.  Figure 5 shows some results of the principal 
component extraction. 
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ONE (1) NEAREST  NEIGHBOUR  CLASSIFICATION 
 
The classifier used for classification is based on the one-nearest-neighbour method 
(1NN).  The metric distances are calculated between the training data set and the 
test data set [10].  The class is allotted to that whose metric distance is minimal.  Two 
types of data are introduced to the 1-nearest-neighbour classifier: The processed 
HRR profiles and the principal components.  For each type of data, the vector under 
test (the target’s class is known) is compared to vectors of the training data.   
Thus, we compare the obtained performances of classification for the two types of 
data. The diagram of Figure 6 summarizes the suggested approaches of the 
supervised classification.   
 
 
SIMULATION RESULTS 
 
We present some simulation results for 18 targets (C1..., C18) in the form of 
confusion matrix knowing that 25 % of the dataset represent the data of test. The 
remaining data constitute the training set. The obtained results are given in Fig. 7 
and Fig. 8, for the unprocessed HRR profiles and principal components, respectively.  
We note that the CCP (the average of the diagonal elements of the confusion matrix) 
is slightly lower in the case of the principal components.   

 
Fig. 9 and Fig. 10 show the comparison of the classification performances in terms of 
CPP, by considering the  signal-to-noise ratio  (SNR)  and the  number of the vectors  
in the training dataset, respectively.   
 

 
We note that for a given value of SNR, the CPP is higher in the case of HRR profiles. 
The difference between the two curves is reduced as the SNR increases.  We also 
note that the classification performance is as much better as the quantity of 
information in the training dataset is significant.   
 
 
CONCLUSION 

 
In this paper, we presented an aircraft classification approach using high range 
resolution profiles, extracted from ISAR images. The proposed approach uses the 
one (1) nearest neighbour classifier. A classification performances comparison was 
presented for two types of data: The HRR profiles and the principal components of 
HRR profiles.   
The obtained results show that the classification performances using the processed 
HRR profiles are better than those obtained with the principal components.   
This shows that the high resolution radar signature is rich in information and that the 
principal components are less selective for the synthetic high range resolution 
profiles used in this work.   
To improve the classification performances, it would be interesting to use other types 
of features.   
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Fig. 1 : Return radar signal projection onto  

 the line of sight of the radar. 
 Target 

backscatterers  
 Line of sight 

 
 
 
 HRR Profile 
 
 
 
 Fig. 2 :  ISAR / HRR Extraction. Targets    "A4 and Mig27 ". 
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 Fig. 3 : Pre-processing effect applied to the HRR profiles " Target F111" 
 (a) Unprocessed HRR Profiles (b) Hamming windowing (c) Box – Cox 

Compression   (d) Windowing + Compression + Normalization  
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Fig. 4 : Performance improvement preprocessing effect on the  correct classification 
probability -  Pcc.   

 
 
 
 
 
 
 
 
 

0

1

2

3

0

10

20

30
0

0.2

0.4

0.6

0.8

Fig. 5: The principal components  extracted from the HRR data, " 
Targets :  Jaguar and  Mirage".  
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 Fig. 6 : The proposed classification approaches. 
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Fig. 8 : Confusion matrix Fig. 7 : Confusion matrix for the 18 targets 

 -  HRR profiles -  - principal components -  
   1  2   3    4   5   6   7   8   9   10  11  12   13   14   15   16  17  18 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 

  1   0   0   0   0   0   0   0   0    0    0    0     0     0     0     0     0    0   
  0   1   0   0   0   0   0   0   0    0    0    0     0     0     0     0     0    0   
  0   0   1   0   0   0   0   0   0    0    0    0     0     0     0     0     0    0   
  0   0   0   1   0   0   0   0   0    0    0    0     0     0     0     0     0    0  
  0   0   0   0   1   0   0   0   0    0    0    0     0     0     0     0     0    0   
  0   0   0   0   0   1   0   0   0    0    0    0     0     0     0     0     0    0   
  0   0   0   0   0   0   1   0   0    0    0    0     0     0     0     0     0    0   
  0   0   0   0   0   0   0   1   0    0    0    0     0     0     0     0     0    0  
  0   0   0   0   0   0   0   0   1    0    0    0     0     0     0     0     0    0   
  0   0   0   0   0   0   0   0   0    1    0    0     0     0     0     0     0    0   
  0   0   0   0   0   0   0   0   0    0    1    0     0     0     0     0     0    0   
  0   0   0   0   0   0   0   0   0    0    0    1     0     0     0     0     0    0  
  0   0   0   0   0   0   0   0   0    0    0    0     1     0     0     0     0    0   
  0   0   0   0   0   0   0   0   0    0    0    0     0     1     0     0     0    0   
  0   0   0   0   0   0   0   0   0    0    0    0     0     0  0.96 0.04  0    0   
  0   0   0   0   0   0   0   0   0    0    0    0     0     0     0     1     0    0  
  0   0   0   0   0   0   0   0   0    0    0    0     0     0     0     0     1    0   
  0   0   0   0   0   0   0   0   0    0    0    0     0     0     0     0     0    1   
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18 

 1    0   0    0    0    0   0    0    0    0    0    0    0    0     0     0     0    0   
 0 0.96 0    0    0    0   0    0    0    0    0    0    0    0     0   0.04  0    0   
 0   0    1    0    0    0   0    0    0    0    0    0    0    0     0     0     0    0   
 0   0    0    1    0    0   0    0    0    0    0    0    0    0     0     0     0    0  
 0   0    0    0 0.88  0   0  0.08 0    0    0    0    0    0     0     0    0  0.04 
 0   0    0    0    0    1   0    0    0    0    0    0    0    0     0     0     0    0   
 0   0    0    0    0    0 0.96 0    0    0    0    0    0    0     0     0  0.04  0   
 0   0    0    0    0    0   0    1    0    0    0    0    0    0     0     0     0    0  
 0   0    0    0    0    0   0    0    1    0    0    0    0    0     0     0     0    0   
 0   0    0    0    0    0   0    0    0  0.96 0    0    0    0   0.04  0     0    0   
 0   0    0    0    0    0   0    0    0    0    1    0    0    0     0     0     0    0   
 0   0    0    0    0    0   0    0    0    0    0    1    0    0     0     0     0    0  
 0   0    0    0    0    0   0    0    0    0    0    0    1    0     0     0     0    0   
 0   0    0    0    0    0   0    0    0    0    0    0    0    1     0     0     0    0   
 0   0    0    0    0    0   0    0    0    0    0    0    0    0  0.96 0.04  0    0   
 0   0    0    0    0    0   0    0    0    0    0    0    0    0     0     1     0    0  
 0   0  0.08 0    0    0   0    0  0.04 0    0    0    0    0     0     0  0.88  0   
 0   0    0    0    0    0   0    0    0    0    0    0    0    0     0     0     0    1   
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Fig. 9: Classification performance Fig. 10 : Classification performance 
 -  Pcc vs SNR -  -  CCP vs number of the vectors in the 

training dataset -    
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