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ABSTRACT:

 The calibration of γ-ray spectrometer was performed by means of a set of certified standard point sources of energies that 

cover the energy range of interest. The value of the absolute full energy peak efficiency "εab “ could be found by measuring 

“CR” experimentally and the use of the known value of “ A “. Also, it is possible to calculate “εab” for a certain source to 

detector distances (D) by using Monte Carlo [MC] simulation method.

The obtained results indicated that the fitting is identical to the experimental curve and MCNP calculations, that is both 

these two methods (experimental and MCNP) can be used to extend the curve to cover the high energy range.  It is possible to 

drop any line energy inside the used energy range to estimate the absolute full energy peak efficiency, (for example, the ener-

gies 185.7, 1001 and 1275 keV corresponding to the sources 235U, 238U and 22Na). However, it can be estimated by using 

any method from the previous methods (experimental or MCNP in addition to the fitting equation).
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1. INTRODUCTION 

In order to fulfill its national and international 

safeguards commitments, a state should establish 

and maintain a state system of accounting for and 

control (SSAC) of nuclear materials (NMs) [1]. 

The main function of that system is to verify NM 

in such state. Verification activities are achieved 

via two main steps,

First: The facility operators are obliged to 

provide the inspector with all information rel-

evant to NM inventory and inventory changes. 

Then, the NM quantities received, produced, 

shipped, lost or otherwise removed from inven-

tory, as well as quantities basically present in the 

inventory are balanced within a certain limited 

area using different measuring techniques and 

accounting procedures. It is also required to 

evaluate the precision and accuracy of the mea-

surements and estimate the overall uncertainty 

[2]. 

Second: the measured NM quantities are 

compared with those declared by the facility 

operators. The acceptance of operators’ declara-

tions (operator–inspector differences) depends 

on some criteria, which are related to the accura-

cy and precision of the measurement results for 

both inspectors and operators [3, 4].

Nuclear fuel used in nuclear reactors (re-

search or power reactors) may be manufactured 

from Low-Enriched Uranium (LEU) oxide pow-

ders in the form of pellets, rods, plates, … etc., 

and assembled as fuel assemblies, elements or 

bundles. Standards of NMs of well-known en-

richments and of similar characteristics to the 

assayed fuel sample are usually needed for per-

forming enrichment calibration of the measuring 

system. Such NM standards may not be available 

or suitable for the purpose in different situations. 

Recent studies are directed towards overcoming 

this problem [5,6].

      Monte Carlo (MC) simulation technique, 

which is becoming progressively popular [7-9], 

has been used by many authors, many years ago, 

to simulate the process of gamma-ray detection. 

It was used to calculate the response character-

istics of different germanium detectors at mono-

energetic and different gamma-ray energy rang-

es [10-18]. It was also used for detectors cali-

bration, either directly or through combination 

with experimental measurements [7,8]. Relative 

efficiency curves determination [19] and simula-

tion of energy spectra [20] were also performed. 

General MC codes such as MCNP, GEANT and 

EGS4, are being extensively tested for such cal-

culations [21].

2. MATHEMATICAL CALIBRATION 

CURVE FOR POINT SOURCES

A mathematical calibration curve can be 

drown for any apparatus using MC (the gen-

eral-purpose Monte Carlo Neutron and Photon 
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(transport code) (MCNP)). It depends on differ-

ent parameters of the used sources such as size, 

energy and “source –detector” distance.  

In this work, a mathematical calibration curve 

will be constructed for some point sources at dif-

ferent energy lines. 

The basic definition of the absolute full en-

ergy peak (FEP) photon detection efficiency (ε
ab

) 

is,

Total number of the detected photons under the FEP

ε
ab

 =                                                            (1)

Total number of the photons emitted by the source at the same energy  

For a geometrical configuration of a γ-emit-

ting source located at a distance "D" in front 

of a Hyper Pure Germanium (HPGe) detector 

along its central line, the net counte rate "C
R
” 

measured by the detector measuring system at a 

specified full energy γ-ray peak due to a source 

can be expressed to be [22]:

C
R
 = A. Ω

f
. A

t
. ε

i
. F

,
                                   (2) 

Where A is the total activity of γ-ray emitted 

from the source in all directions (assumed isotro-

pic) for a point sources, Ω
f
 is the fractional solid 

angle of the source subtended by the detector, A
t
 

is the total attenuation correction factor for the 

“D” setup, ε
i
 is the full energy peak intrinsic effi-

ciency of the detector at a specified γ-energy and 

F is the correction factor related to the electronic 

losses, background and coincidence summing.

In the optimum situation of the measuring 

system, where the effects are due to the elec-

tronic losses, the background and coincidence 

summing could be minimized and the factor F 

could be ignored.

The value of "Ω
f
. A

t
. ε

i
” represents the abso-

lute full energy peak efficiency of the detector 

measuring system “ε
ab

 “, i.e,

ε
ab

 =  Ω
f
. A

t
. ε

i 
                                        (3)

Then, Eq. (2) may be put in the form  

C
R
 = A. ε

ab
.                                       (4)

3. COUNT RATE MEASUREMENT

Count rates due to 235U were measured using 

HPGe detector. All sources were measured with 

the same configurations with respect to the de-

tector. Each source was located so that the axis 

of symmetry of the detector passes through the 

central point of the measured source and the 

sample-to-detector distance was chosen such 

that counting losses due to electronics were min-

imized. The detector dead time did not exceed 

1%. Three runs were taken for each measured 

sample. Thus the mean values of the measured 

count rates were used in calculations. The full-

energy peak areas are determined by manual 

selection. All measurements were performed ap-

plying non-destructive assay (NDA) technique at 

the safeguard laboratories of the National Center 

for Nuclear Safety and Radiation Control. This 

location belongs to the Egyptian Atomic En-

ergy Authority and subjected to the safeguards 

agreement between Egypt and the International 

Atomic energy Agency (IAEA).

4. MCNP 

4.1. The Monte Carlo Method 

MCNP is a general-purpose, continuous-en-

ergy, generalized-geometry, time-dependent, 

coupled neutron/photon/electron Monte Carlo 

transport code. It can be used in several transport 

modes: neutron only, photon only, electron only, 

combined neutron/photon transport (where the 

photons are produced by neutron interactions), 

neutron/photon/electron, photon/electron, or 

electron/photon. The neutron energy regime is 

from 10-11 MeV to 20 MeV, and the photon and 

electron energy regime are from 1 keV to 1000 

MeV. The capability to calculate k
eff

 eigen val-

ues for fissile systems is also available.

4.2. The Monte Carlo Method Theory 

Monte Carlo method can be used to duplicate 

theoretically a statistical process (such as the in-

teraction of nuclear particles with materials) and 

is particularly useful for complex problems that 

cannot be modeled by computer codes that use 

deterministic methods. The individual probabi-

listic events that comprise a process are simu-

lated sequentially. The probability distributions 

governing these events are statistically sampled 

to describe the total phenomenon. The statisti-

cal sampling process is based on the selection 

of random numbers analogous to throw dice in a 

gambling casino hence the name “Monte Carlo.” 
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In particle transport, Monte Carlo technique is 

pre-eminently realistic (a theoretical experi-

ment). It consists of actually following each of 

many particles from a source throughout its life 

to its death in some terminal category (absorp-

tion, escape, etc.). Probability distributions are 

randomly sampled using transport data to deter-

mine the outcome of each step of its life

5. RESULTS AND DISCUSSION OF 

POINT SOURCES AT D: 40 CM

The calibration of  γ-ray spectrometer was 

performed by means of a set of certified standard 

point sources of emission energies that cover 

the energy range of interest. The value of "ε
ab

 “ 

could be found from Eq. (4) by measuring “C
R
” 

experimentally and the use of the known value 

of “ A “.  Also, it is possible to calculate “ε
ab

 “ 

for a certain D configuration by using MC simu-

lation method.

The absolute full energy peak efficiency “ε
ab

” 

of the HPGe detector system was investigated 

with a set of point sources [Table (1)]. The geo-

metrical configuration was arranged with D dis-

tance fixed at 40 cm.

The experimental “ε
ab

” at D equals 40 cm for 

point sources as a function of energy with the 

MCNP calculated values of ε
ab

 for the same con-

figuration is presented in Fig. (1).

From Figure (1) it is notable that the fit-

ting is identical for the experimental curve and 

MCNP calculation.  However, the curve can be 

extended to cover the high energy range. So, in 

order to be sure that the plotted curve may be 

valid for higher energy range, the line energy of 

Table (1). Gamma radiation from some point sources*.

Source Co-57
Co-

57

U-

235
Cs-137 Mn-54

Co-

60

Na-

22

Co-

60
 Energyline

((keV
122.1 136.5 185.7 661.7 834.8 1173 1275 1333

Activity

 (µCi)
10.57 10.57                                  0.198 9.862 10.27 8.637 9.826 8.637

* Certified Standard point sources [[23]; with total uncertainty ±3.0%].
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Figure (1). The absolute full energy peak efficiency calculated by MCNP, fitting equation and experimental 

absolute full energy peak efficiency versus the γ-energy lines for point sources at D equals 40 cm.

[FE has the form: y = A
1
 e*(-x/t

1
) + A

2
 e*(-x/t

2
) + A

3 
e*(-x/t

3
) + y

0
]

[y
0
 = 0,         A

1
 =0.000156013,       t

1
 = 223.91022,         A

2
 = 0.000140425,     t

2
 = 237.61963,         A

3
 = 

0.00000337062,         t
3
 = -8.85449E122]

y =  ε
ab

  ,       X = energy line,       FE =  Fitting Equation.
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(Co-60, 1333 keV) was measured and calculated 

by using MCNP. The results based on both the 

experimental and MCNP are identical as shown 

in Figure (2). It is possible to drop any line en-

ergy inside the used energy range for calculating 

the absolute full energy peak efficiency. For ex-

ample, the sources (U-235 line energy 185.7, U-

238 line energy 1001 and Na-22 line energy1275 

kev), the results were fall directly on the curve 

as shown in Figure (3), by using all the previous 

methods (both experimental and MCNP in addi-

tion to the fitting equation). However, it can be 

estimated by using any method from the previ-

ous methods (experimental, MCNP in addition 

to fitting equation).
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Figure (2). The absolute full energy peak efficiency calculated by MCNP and experimental absolute full en-

ergy peak efficiency versus γ- energy lines for point sources at D: 40 cm, to extend the curve to cover 

the high energy range. 

[FE has the form: y = A
1
 e*(-x/t

1
) + A

2
 e*(-x/t

2
) + A

3 
e*(-x/t

3
) + y

0
]

[y
0
 = 0,         A

1
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1
 = 226.58664,         A

2
 = 0.0000276331,     t

2
 = 224.79898,         A

3
 = 
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3
 = 7.63958E+89]

y =  ε
ab

  ,       X = energy line,       FE =  Fitting Equation
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Figure (3). The absolute full energy peak efficiency calculated by MCNP, fitting equation and experimental 

absolute full energy peak efficiency versus γ-ray energy lines for point sources at D equal 40 cm. 
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Based on Figure (3) which shows the effi-

ciency using different approaches (experimental, 

MCNP and fitting equation), it can be used to 

assay and determine the U-235 at 185.7 kev and 

U-238 at 1001 kev mass content. These values 

can be used to determine the enrichment (U-235/ 

U-238) isotopic ratio.

For comparison, the differences between the 

experimental and calculated results by MCNP 

are given in Table (2).

The accuracy was found to be between -

0.23758% and 3.459855%, and this indicated 

that identical values obtained from MCNP and 

the experimental results and it is more better 

than the value exhibited in reference [24] which 

ranged from 3.81% to 6.02% From the presented 

results in Table (2), the following observations 

can be recorded: 

1- Mathematical calibration curve by using 

MCNP can be extended to the high γ-energy.  

2- Any energy line for any source can be 

represented by falling the line on the efficiency 

curve either by interpolation or extrapolation of 

the measurable energies.

For comparison, the differences between the 

fitting equation, experimental and calculated re-

sults by MCNP are given in Table (3).

Finally, the following observations can be 

recorded:-

1- It is notable that the accuracy is better 

for MCNP with the experimentally measurable 

values and it is perfect at the beginning of the 

curve. So, a mathematical calibration curve for 

the apparatus from MCNP, can be easily calcu-

lated.

2- A mathematical calibration curve can be 

made for the absolute full energy peak efficiency 

Table (2). Experimental absolute full energy peak efficiency at D equals 40 cm in  

comparison with MCNP calculated results for point sources 

Source

Line 

energies 

of  point 

sources

 (keV)

ε
ab

  

 
Accuracy 

(ξexp –ξmcnp)/

ξexp %Exp*10-5 MCNP*10-5

Co-57 122.1 17.8 ± 0.4 18.122 ± 0.3 -1.80899

Cs-137 661.7 2.145 ± 0.05 2.17 ± 0.046 -1.1655

Mn-54 834.8 0.888 ± 0.015 0.897 ± 0.012 -1.01351

Co-60 1173 0.63376 ± 0.011 0.6201 ± 0.013 2.15539

Na-22 1275 0.5025 ± 0.009 0.491 ± 0.0088 2.288557

Co-60 1333 0.53444 ± 0.0098 0.529 ± 0.0084 1.017888

Co-57 136.5 16.677 ± 0.035 16.1 ± 0.032 3.459855

U-235 185.7 13.311 ± 0.022 13.354 ± 0.021 -0.23758

Table (3). Experimental absolute full energy peak efficiency at D equals 40 cm in comparison with MCNP 

calculated and fitting equation results for point sources 
                       point sources 

Source 

E
n

er
g

y
 L

in
e 

(k
eV

)

!ab Accuracy 

Cal. *10
-5

exp*10
-5

mcnp*10
-5

(!ab Cal 

–!ab

mcnp)/

!ab

mcnp %

(!ab Cal 

–!ab

exp)/ !ab

exp %

(!ab exp 

–!ab

mcnp)/

!ab exp   

%

U-235 185.7 13.5"0.025 13.311±0.022 13.354 ± 0.021 1.31 3.2 -0.237

U-238 1001 0.759"0.011 - 0.745"0.016 1.8 - -

Na-22 1275 0.507"0.003 0.502 ± 0.009 0.491 ± 0.0088 3.3 0.832 2.2885

Co-60 1333 - 0.534 ± 0.0098 0.529 ± 0.0084 - - 1.0178
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for detector by using MCNP, in order to identify 

any point sources. 

However, a mathematical calibration curve 

for any detector can be obtained by using MCNP 

without any experimental measurements, since 

sources that would be known must have similar 

specifications of the constructed curve.  

6. Conclusion

From the obtained results it can be concluded 

that:

1- It is notable that the fitting is identical for 

the experimental curve and MCNP calculation, 

the two methods from the previous methods (ex-

perimental and MCNP) can be used to extend the 

curve to cover the high energy range. 

2-  It is possible to drop any line energy in-

side the used energy range for absolute full en-

ergy peak efficiency. 

3- it can be estimated by using any meth-

od from the previous methods (experimental, 

MCNP and fitting equation). 

However, a mathematical calibration curve 

for any detector can be made by using MCNP 

without any experimental measurements. So, 

similar sources must have similar specifications 

on the constructed curve.  
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