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Abstract: Alzheimer’s disease (AD) is the most familiar type of dementia, a well-known term for 

memory loss and other cognitive disabilities. The disease is dangerous enough to interfere with 

ordinary life. Identifying AD in the early stages remains an extremely challenging task, meanwhile, the 

progression of it develops several years before observing any symptoms. The fundamental issue 

addressed during diagnosis is the high dimensionality of data. However, not all features are relevant 

for solving the problem, and sometimes, including some irrelevant ones may deteriorate the learning 

performance. Therefore, it is essential to do feature reduction by selecting the most relevant features. 

In this work, a hybrid approach Random Forest Partial Swarm Optimization(RF-PSO) for high-

dimensional feature selection is proposed. The fundamental reason behind this work is to support 

geriatricians diagnose AD; by creating a clinically translatable machine learning approach. The 

dataset created by Alzheimer’s Disease Neuroimaging Initiative (ADNI) was used for this purpose. The 

ADNI dataset contains 900 patients whose diagnostic follow-up is available for at least three years 

after the baseline assessment. The reason behind choosing is their strength in solving large-scale 

optimization problems with high data dimensionality. The Experiments show that RF-PSO outperforms 

most of the others found in the literature. It achieved high performance compared to them. The 

accuracy rate of this approach reached 95% for all the AD stages. In a comparison with Random 

Forest which achieve 86%, While Partial Swarm Optimization got 89%. 
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1. Introduction  

Dementia is a broad word that refers to various symptoms that affect memory, daily activities, and 

communication. The most frequent type of dementia is Alzheimer's disease (AD). It worsens over time 

and impacts memory, language, and thought. As a result, increasing memory loss characterizes this 

neurodegenerative disease. It is responsible for more than 60% of dementia cases [1, 2]. Its victims 

frequently have a slew of symptoms. They include memory loss that worsens with time, linguistic 

problems, and disorientation. In general, there are multiple stages of Alzheimer's disease. The three 

stages are early, middle, and late (sometimes known as mild, moderate, and severe in medical terms) 

[3]. One of the significant concerns among experts on the early diagnosis of Mild Cognitive Impairment 

(MCI) is a stage in between health and Alzheimer's disease (AD). It demonstrates the possibility of 

continued progression toward Alzheimer's disease or other dementias. Although it does not affect daily 

activities, it is unusual for someone of this age and educational level. As a result, it does not fit the 

criteria for Alzheimer's disease. 

 

According to recent research, only 20–40% of individual cases will transition to AD within three years 

[1]. It is a lower rate of exchange recorded in medical samples than in clinical samples. However, the 

progression of Alzheimer's disease begins several years before any symptoms appear and progress [1]. 

There are numerous medications in development because there is currently no cure for Alzheimer's 

disease [4]. As a result, developing medicines will have the most significant impact when used at the 

early stages of the disease. As a result, identifying high-risk patients who develop AD is crucial [1, 5]. 

As a result, early detection is critical for developing a treatment approach that would reduce the 

progression. It is when the sickness progresses from one symptom to the next. At the same time, current 

research is mainly focused on forecasting whether it will transition to a different stage. 

 

The rise in prevalence of neurodegenerative disorders like Alzheimer's disease has piqued the interest of 

researchers worldwide, who are working to develop high-performing methodologies for diagnosis, 

treatment, prevention, and target drug discovery. The change rate of these variables could be used as an 

additional source of information in the risk assessment of conversion from MCI [2]. Using modern 

diagnostic methods and biomarker tests, researchers could diagnose Alzheimer's disease. By combining 

biomarkers, it achieves varying levels of accuracy [6]. Unfortunately, the present research focuses on 

using MRI to classify illness states at their current stage rather than combining various features. As a 

result, these studies function as proof of concept without being tested in the real world. 

 

Predicting AD conversion is a significant research subject in today's artificial intelligence and machine 

learning technology age. The institutional use of machine learning techniques and the shift toward a 

personalized medicine concept, particularly in medical sectors, represents a chance to improve clinical 

results. Based on the subject's facts, it makes individual forecasts with a certain degree of certainty. It 

could help researchers and physicians make more informed and successful decisions [2, 7]. This 

research provides a hybrid strategy for high-dimensional data selection. The current project intends to 
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provide a therapeutically applicable machine learning approach for identifying the best features that can 

help diagnose Alzheimer's disease patients. The rest of the paper is organized as follows: Section 2 

discusses the previous work related to the proposed approach. All details about the dataset, the number 

of subjects chosen, and conditions applied to choose this instance are described in section 3. The 

approach discussion and framework showed in section 4. Finally, Section 5 conducts the experiments 

made with results. 

 

2. Related Work 

Existing papers [8] classify machine learning techniques used to classify Alzheimer's disease. (1) 

human-engineered feature selection and traditional classification; (2) deep network feature selection and 

deep network classification; (3) deep network feature selection and traditional classification; and (4) 

human-engineered feature selection and deep network classification are all examples of human-

engineered feature selection and deep network classification. 

 

2.1. Human Engineered Feature Selection and Traditional Classification 

Zeng et al. [9] presented an approach for the diagnosis of Alzheimer’s disease that outperforms various 

SVM models as well as two additional state-of-the-art approaches with deep learning incorporated, 

making it a useful AD diagnosis method. The support vector machine (SVM) parameters are optimised 

using a new switching delayed particle swarm optimization (SDPSO) algorithm. Though classification 

techniques are commonly used to identify medical disorders, the lack or inaccuracy of labelled data 

might be an issue. Farouk and Rady[10] investigate the application of unsupervised clustering 

techniques in the early detection of Alzheimer’s disease. When compared to a global whole brain study, 

the effect of selecting specific local regions of interest (ROIs). The findings reveal that the proposed 

method may accurately diagnose Alzheimer’s disease at an early stage with a 76 percent accuracy rate. 

 

2.2. Deep Network Feature Selection and Deep Network Classification 

A performed a comprehensive search for articles that used deep learning techniques and neuroimaging 

data to diagnose Alzheimer’s disease is described in[11]. Hong et al. [12] proposed a prediction model 

based on long short-term memory (LSTM), which could connect earlier information to the current task. 

As a result, an LSTM network is constructed to encode the temporal relationship between 

characteristics and the progression of Alzheimer’s disease. Experiments demonstrate that the model 

outperforms the vast majority of other models. 

 

Ramzan et al. [13] investigate the utility of resting-state functional magnetic resonance imaging for 

multi-class classification of Alzheimer’s disease and its stages. It gives a deeper understanding of deep 

learning algorithms and how they might be used to classify Alzheimer’s disease. It used residual neural 

networks to perform AD classification with an average accuracy of 97.92 percent and 97.88 percent. 

Building and validating Convolutional neural networks (CNNs) to predicting the individual diagnosis of 

Alzheimer’s disease (AD) and mild cognitive impairment who will convert to AD (c-MCI) based on a 

single cross-sectional brain structural MRI scan discussed in [14]. It worked well without any prior 

feature engineering and across a wide range of imaging methods and scanners. Untrained operators can 

use it that it is generalized to previously unreported patient data. 
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2.3. Deep Network Feature Selection and Traditional Classification 

Ebrahimighahnavieh et al.[15] illustrates a review of biomarkers and features for dealing with 

neuroimaging data from single-modality and multi-modality experiments. A deep learning-based feature 

representation with a stacked auto-encoder is proposed by [16]. The experiments show that the proposed 

method is 95.9%, 85.0%, and 75.8% accurate for AD, MCI, and MCI-converter diagnosis, respectively. 

 

Lin et al.[17] proposed a deep learning approach based on convolutional neural networks (CNN). It uses 

magnetic resonance imaging (MRI) data to reliably forecast MCI-to-AD conversion. In leave-one-out 

cross-validations, it achieves an accuracy of 79.9% and an area under the receiver operating 

characteristic curve (AUC) of 86,1 %. CNN’s prediction performance can be improved by using age 

correction and aided structural brain imaging characteristics. 

 

2.4. Human Engineered Feature Selection and Deep Network Classification 

Wen et al.[18] illustrate a review on over 30 papers that have to use convolutional neural networks 

(CNN) for AD classification from MRI. However, the classification performance is difficult to compare 

across studies due to variations in components. One of the issues discussed is that some of these papers 

may report a biased; due to inadequate or unclear validation or model selection procedures. Using four 

classes of a classification problem. Amoroso et al. [19] offer a classification technique based on 

Random Forest feature selection and deep Neural Network classification. Traditional feature selection, 

in addition to the deep network, can detect disease biomarker which affect its progression. Conventional 

classification approaches fail to capture the nonlinear relationship between features and disease. As a 

result, to develop the Alzheimer’s Disease prediction model, we use method four; the classic feature 

selection approach; in conjunction with the deep network. 

 

3. Material and Approach 

 

3.1. ADNI Data 

The data for this article was compiled using the Alzheimer's Disease Neuroimaging Initiative (ADNI) 

database (adni.loni.usc.edu). In 2003, the ADNI launched as a public-private collaboration. The goal is 

to find early detection and tracking indications for Alzheimer's disease (AD). It comprises patients from 

more than 50 different US and Canadian facilities and six-month follow-up exams. The data used in the 

suggested work is ADNIMERGE. Although it has nine classes, we only cover three in this paper (AD, 

MCI, and NL). It has 12612 instances and 90 characteristics. 

 

3.2. Subjects 

Eighteen months of 900 patients are extracted on each class (MCI, NL, AD) for each are available 

diagnostic follow-up assessments with at least eight years which described the time evolution of all 

variables in 3-month intervals. It covers 2700 records and 24 different neurological tests with 

corresponding MRIs. Each patient profile consisted of 24 data and seven image files (Table 1) classified 

as ordinal, continuous, or image. Detailed data processing steps are described in the following 
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subsection. Some features need to specify for all the participants. The following are related criteria of 

ADNI studies chosen in this research: 

- Age between 55 and 90 

- Education: 5 levels considered from elementary to graduate 

- All ethnicity and races include 

- Diagnosis at baseline are CN, AD, LMCI, EMCI 

As mentioned before, the ADNI dataset contains different types of data. This work aims to help 

diagnose using other data by specifying the duration for test retake. For these reasons, the following are 

the types of data used. 

- Sociodemographic characteristics: is the basics information about the patient 

- Neurological Test: For the specialized to test in the brain and mental health conditions 

(neuropsychologist). The evaluation can include extensive tests to evaluate your memory 

and cognitive skills. 

- Baseline: first tests and diagnosis made for the patients 

- Brain image technology: ADNI dataset provides only two types of technologies (MRI 

and PET) 

 

 

3.3. Data Preprocessing 

Preparing (cleaning and arranging) raw data to make it appropriate for creating and training algorithms 

is referred to as data preparation. In simple terms, it is a data mining technique that converts 

unintelligible data into something that can be read. Dataset is confronted with two major challenges: 

1) Missing Values 2) Discretization of data 

Some of the ADNI dataset attributes contain missing values ranging from 50% to 90% of the original 

data. First, remove the one with more than 60% of its data absent. As a result, the dataset becomes 57 

attributes instead of 87 original data. However, what about the features that contain 50% to 60% of their 

data missing. Two approaches depend on attribute type (numeric or nominal) selected [20]: 1) Impute 

missing values with mean 2) Multiple imputations. At the same time, they were replacing known 

features with their corresponding value [21, 22]. Data discretization is a technique for transforming 

many data values into smaller ones, making data interpretation and management more effortless. In 

other words, data is a technique for turning continuous data's attribute values into a finite collection of 

intervals with slight data loss. To change the data, refer to the ADNI data description and discuss with 

experts. More details are available in table 2. 
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Table 1: The model contains cognitive function variables, as well as MRI images.  

Name Type Mean Missing % 

CDRSB ordinal 2.425 1 

MMSE Ordinal 25.862  0 

ADAS11 Ordinal 13.009  0 

ADAS13 Ordinal 19.939  2 

RAVLT immediate continuous 31.223  1 

RAVLT learning Continuous 3.547  1 

RAVLT forgetting . continuous 4.067  1 

RAVLT perc 

forgetting 

Continuous 63.86 3 

FAQ Continuous 6.769 0 

MOCA . continuous 17.738  91 

EcogPt (6 test) Continuous 2.2  90 

EcogPt Total Continuous 2.689 90 

Ventricles image ---- 2 

Hippocampus image --- 2 

WholeBrain image --- 1 

Entorhinal image ---- 2 

Fusiform image --- 2 

MidTemp image --- 2 

ICV image --- 1 
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Table 2 Known Discretize Value 

Feature Name  Discretization item 

Age ≤60, ≤70, ≤80, ≤90, ≤100 

Education ≤ 5: Elementary , ≤ 8:Middle, ≤ 11:High, ≤ 

16: University, > 16: Graduate  

CDRSB  0-6 A, 6-12 B, 12-18 C 

ADAS11 0-17.5 Least , 17.5 - 35 Moderate , 35 - 52.5 

Mild , 52.5 - 70 Most 

ADAS13  0 - 20 Least , 20 -40 Moderate , 40 -60 Mild 

, 60 -80 Most 

MMSE 0-10 Severe ,10-20 Moderate, 20-25 Mild, 

25-30 Normal 

 

 

3.4. Approach 

 

A dataset's goal concepts in machine learning (ML) describe a group of features, with the expectation 

that the parts will contain as much usable information as possible and that the number of components 

will be as short as possible for solving tasks like classification. However, because there is typically little 

prior information on the dataset, determine which traits are helpful and which are not [23]. As a result, 

many features are frequently considered, including many that are useless or redundant. Unfortunately, 

the performance of machine learning will lower training efficiency [24]. 

 

Various feature selection methods propose removing the detrimental impact of irrelevant and redundant 

features. The main goal is to select significant sections from many attributes. Traditional search 

methodologies, such as Partial Swarm Optimization (PSO)[25], presented numerous meta-heuristics 

inefficiencies in tackling complex combination optimization issues. The PSO algorithm is a swarm-

based stochastic optimization technique [25, 9]. 

 

The key advantages of the PSO algorithm over mathematical algorithms and other heuristic 

optimization techniques are its simple ideas, ease of implementation, robustness to control factors, and 

computational efficiency [25]. Also,  A Simulator-driven nonconvex optimization framework included a 

few assumptions based on objective functions. As a result, machine learning optimization improves 

applied learning [26]. As a result, this paper introduces a PSO hybrid technique. 

 

Random forest (RF) is a classification and regression ensemble method. It has significant advantages 

over other approaches in managing extremely non-linearly correlated data, noise robustness, tuning 
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simplicity, and parallel processing efficiency [27]. For disease prediction, it uses the relevant features 

that are supplied as inputs to the model. It also has another important feature: an intrinsic feature 

selection step performed before the classification task to decrease the variables' space by assigning an 

importance value to each feature [28]. RF was the best option for a hybrid strategy for all of these 

reasons. 

 

4. Proposed Approach 

This paper provides a hybrid strategy for selecting high-dimensional features that have been updated to 

be suitable for combinatorial optimization. The key benefit of this method is that it can cope with high-

dimensional data and select the best characteristic to diagnose patients. At the same time, it accepts 

various data types as input and combines them into a single data type. Then it is wrapped up in a feature 

selection wrapper. Figure 1 shows the architecture of RF-PSO. It comprises four different categories of 

input data, each linked to a specific type of diagnostic data, as detailed in sections 3.1 and 3.2. (text, 

numbers, and images ). Each piece of information is linked to its corresponding block. 

 

It works simultaneously on four blocks and the result is related to a specific block. At the same time, it 

searches over only associated data. As a result, each block gives an output data that depends on the 

features included. The output is divide into four different blocks with the same data type (numbers). 

Finally, the classification approach (Neural network is used in this work – more in detail in the next 

section) takes results from the blocks simultaneously then make a diagnosis. 

 

Figure. 1: Proposed Approach Framework. 

The core idea is that a swarm of particles moves through a problem space, evaluating their positions 

using a fitness function. After defining a problem space, a collection of particles is produced, and their 

positions and velocities are iteratively updated. It separates each sample into a relevant dimension after 

organizing the data into several samples. With random placements and velocities, each dimension 

represents variables relevant to diagnosis criteria. The data is divided into multiples at this point, and 

each sample begins to create a tree. The algorithm starts with the development of a random forest. It 
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starts by randomly choosing k characteristics from each dimension. Then figure out which node reflects 

the best split. If the calculation number is large, it has a tangential relationship with class. 

 

4.1. Feature Selection 

The most practical tool for dealing with high-dimensional data difficulties is dimensionality reduction. 

Extraction and selection are the two most essential components. 1) Feature extraction converts the 

original high-dimensional properties to a low-dimensional feature space. 2) For approach construction, 

feature selection directly selects a subset of essential attributes [29]. They improve learning 

performance, computational efficiency, memory storage efficiency, and generalization models. Actual 

data has many features that are irrelevant, redundant, or noisy. By removing these by selecting 

attributes, space and money are saved while avoiding severe information loss and reducing learning 

performance. 
 

After data preprocessing, the dataset includes 45 attributes, a significant number to analyze, and 2700 

instances. As a result, a feature extraction and selection approach suggested choosing the best features. 

In contrast, these features need to be acceptable by medication standards. This article applies three 

experiments on RF-PSO to compare accuracy with original algorithms (RF, PSO). As a result, using 

PSO was done at the beginning. 

 

Table 3 shows the number of attributes after applying three algorithms. PSO has only 13, while RF has 

only 27. It noticed that RF had the highest number of features, which takes time to establish and 

analyze. Simultaneously, RF-PSO includes 16 attributes. Discuss the difference between each approach 

and the accuracy explained in section 5. 

Table 3 Feature Selection Comparison. 

 

Original Dataset PSO RF RF-PSO 

Baseline (19 attribute)  5 14 3 

Socio (9 attribute)  1  2 1 

MRI (7 attribute)  1 3 5 

Neurological (9 attribute) 5 7 5 

 

5. Results and Discussion 

Ten-fold cross-validation is used to train our model for high-dimension data selection. RF-PSO feature 

selection is an embedded approach that uses a random collection of features to create multiple decision 

trees over a random set of observations from the dataset. This technique can achieve good predictive 

performance with modest overfitting and noise resilience. However, one tree may be sensitive to noise; 

the correlation and noise sensitivity decrease when the result is averaged over numerous trees. 
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A neural network (NN) is a machine learning inspired by the human brain. While a neuron is the 

fundamental unit of the brain, a perceptron is the primary building component of NN. Given an ANN 

and an error function, it estimates the gradient of a loss function for all network weights accurately. 

Backpropagation is used to train the NN in this research. Some of the possible grounds for endorsing 

this strategy are as follows: 

- It is quick, simple, and straightforward to program. 

- It is adaptable and does not necessitate prior knowledge.  

- It does not necessitate any specific description of the functions to be mastered. 

 

The backpropagation network uses only one hidden layer with ten units. The loss function represents a 

squared error, and the activation function is Sigmoid. The following section contains a discussion of 

why ten units were chosen. A classification strategy (or "classifier") is described using a confusion 

matrix. A set of rate lists is computed from a confusion matrix. Let us start by defining the most basic 

terms: 

- True positives (TP): They are predicted to have the disease and suffer from it. 

- True negatives (TN): They are predicted not to have the disease and not suffer from it. 

- False positives (FP): They are predicted to have the disease and not suffer from it. 

- False negatives (FN): They are predicted not to have the disease and suffer from it. 

Table 4 Relation between number of units and accuracy with Build time 

 
Hidden Layer  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

Accuracy  91.8 94.3 93.9 93.5 94.3 93.7 94 94.7 94.6 95 94.5 94.1 93 92.5 91.9 

Time (Second) 1.69 4.22 9.3 22.3 25.4 28.7 34.5 35 35.4 47.8 46 50 50.8 51.3 52 

 

  

Figure. 2: Relation between accuracy and number of hidden layers. 
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Table 4 discusses the differences between layers and time with accuracy. Ten hidden layers got the most 

precise accuracy but not the lowest time. As a result, it needs to prefer which one is better 1)Low time 

2) best accuracy. If the time is the only factor considered, choose one hidden layer where it had the 

worst accuracy. While, if the best accuracy is chosen, then the one with ten hidden layers is chosen. 

This work helps diagnose the patient. The time is essential but not the same as accuracy. Figure 2 

illustrates The relation between the number of layers and RF-PSO accuracy. It shows that the accuracy 

is unstable from 1 to 6 hidden units. Periodically, it increased and in others decreased. Simultaneously, 

from layer 6 to 10, the value is rising; it dropped from layer 11. As a result, ten hidden layers were 

selected to match our objectives. A comparison is made with state-of-the-art approaches. The proposed 

approach obtains the best accuracy and extracts an average timing value.  

Figure 3 illustrates the comparisons between our approach and others. Our approach got the best 

accuracy by 95%. At the same time, using RF only got 86%, the worst value. In contrast, the PSO 

approach got 89%. It shows that the hybrid approach decreased human interaction and increased 

accuracy percentage. 

 

 

Figure. 3: Feature Selection Accuracy. 

 

Figure. 4: RF-PSO vs. Other Approaches.  
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A ROC curve depicts the connection between clinical sensitivity and specificity for each probable 

patient. It is a graph with the following information: 1 – specificity (false-positive fraction = 

FP/(FP+TN)) is shown on the x-axis. The sensitivity (= genuine positive fraction= TP/(TP+FN)) is 

shown on the y-axis. It is the most effective balance strategy for evaluating the model [30]. The most 

significant number is 0,99, which belongs to the regular class. Dementia and MCI both have a score of 

0,99 and 0,983, respectively. 

 

In order to, compare RF-PSO a comparison is made with the following papers [31, 32, 33, 34, 35]. 

These specific works are chosen for their recent dates and objective similarity. The following features 

are standardized for comparison: 1) Number of Instances (2700) 2) Classification technique 

(Backprobagation NN) 3) Three Classes each one 900 records. 

 

Figure 4 illustrates the difference between the proposed model and others accuracy values. The work 

[32], got 80,23% while [33], has 79,70 %. It followed by 72,3% for [31], and [35] 64,4% accuracy. 

Finally, the lowest number is 60,92% in work published by [34]. By dividing the data into different sets, 

the accuracy will increase. In real cases, AD cannot diagnose with MRI images only. Also, neurological 

test scores affect the final diagnosis. The final results connect between experiments and real scenarios. 

At the same time, it helps specialists diagnose patients with AD. 

 

6. Conclusions 

An efficient hybrid high-dimensional feature selection strategy (RF-PSO) is suggested based on a 

weighted rank average ensemble of several supervised machine learning algorithms. Its goal is to find 

the best characteristics in high-dimensional data. It supports a variety of data sets in order to improve 

diagnosis detection and increase the number of individuals in clinically transabled tests who are at 

continual risk of developing Alzheimer's disease. Our technique predicts Alzheimer's disease and 

detects the disease's relative brain ROI. Experiments demonstrate that our technique outperforms other 

models in terms of accuracy compared to other algorithms. For 3-class analysis, RF-PSO accuracy 

ranged from.93 to.95 across all modalities. There is a chance to look into how imaging modalities can 

help with multiclass accuracy, also, how our method can be utilized or extended to account for more 

than one type of AD prediction. 
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