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Abstract: Melanoma is a dangerous and metastatic cancer that may be fatal and it has a high ability to 

invade other tissues and organs. Early diagnosis is an important reason to recover from melanoma and 

reduce mortality. So, automatic skin segmentation is considered an enthusiastic study at present. In this 

paper, we investigate the applicability of deep learning approaches to the segmentation of skin lesions 

by evaluating five architectures: Deeplabv3plus, Inception-ResNet-v2-unet, mobilenetv2_unet, 

Resnet50_unet, vgg19_unet by providing a comparative study of those methods. All methods were 

trained on the ISIC2017 dataset. The methods were trained on the original dataset, and then the dataset 

was pre-processed for use in training the five methods. We used quantitative evaluation metrics to 

evaluate the performance of the methods. The Deeplabv3+ architecture showed significant results 

compared to the rest of the architecture in F1 as high as 89%, Jaccard as high as 83% and Recall as 

high as 91%. 

 

 

Keywords: Deep learning, Segmentation, Skin lesion, Melanoma detection, Lesion segmentation, Skin 
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1. Introduction  

 

The statistics of the American Cancer Society indicate that the incidence of skin cancer has increased 

significantly in the past few years. Melanoma is a dangerous and metastatic cancer that may be fatal if 

 

 

International Journal of Intelligent Computing and 

Information Sciences 

 

 

https://ijicis.journals.ekb.eg/ 

 



89 Zahraa E. Diame et al. 

not diagnosed early, and it has a high ability to invade other tissues and organs. Skin cancer is more 

than 20 times more common in whites than in African Americans. In general, the risk of developing 

skin cancer is about 2.6% (1 in 38) for whites, 0.1% (1 in 1,000) for blacks, and 0.6% (1 in 167) for 

Hispanics. Melanoma is more common in men overall, but before age 50 the rates are higher in women 

than in men. The risk of developing skin cancer increases with age. Sixty-five years is the average age 

at which people are diagnosed. But skin cancer is not common even amongst those under 30 years old. 

It is one of the several common types of cancer among young men (mainly young women) [1].  

Initially, careful segmenting of the melanoma can help treat this life-threatening problem. But, manual 

segmenting needs good-trained experts [2]. The ability of automatic approaches to increase accuracy 

and performance of pathologists can be enhanced to segment skin lesions. The automatic segmentation 

of skin lesions faces significant challenges because of the low contrast and high degree of resemblance 

between normal skin areas and areas of skin lesions [3]. Per case has various skin issues of his own, 

which gives a distinctive appearance to the skin lesions such as the texture and color of the skin, in 

addition to the hair or veins [4].  

So, automatic skin segmentation is considered an enthusiastic study at present. Knowing the boundaries 

of the lesion helps to accurately classify the lesion. In recent times, intelligence-based segmentation 

procedures like genetic algorithms, fuzzy logic, artificial neural networks (ANN), and deep learning 

methods have been used very recently for precise and reliable skin lesions segmentation Nasser et al. 

[5].  

The paper is organized as follows: An overview of relevant previous work is given in Section 2. Section 

3 presents the materials and methodologies we use which include dataset used in the research and pre-

processing steps as well as evaluation metrics, deep network models, and architectures that were used 

for lesion segmentation. Section 4 presents our result and discussion, and finally, Section 5 provides a 

conclusion to this paper. 

 

2. Related Works 

In the last years, simultaneously with improvements in the computational power of GPUs, 

methodologies based on deep learning are mainly characterized as one of the most powerful approaches 

in image processing, such as [6-10]. Image segmentation has been a hot topic since its emergence and 

since then many researchers have worked on the detection and segmentation of melanoma. Researchers 

have already used a variety of techniques for the image processing task to help classify skin lesions. For 

example, methods such as edge detection and border have been utilized to bifurcate images of skin 

lesions [11]. In [12] they used DeepLab 3, the atrous convolution method for image segmentation. The 

results from this run are not perfect, with an average Jaccard index of 0.498. In [13] they used the 

Deeplabv3+ method for segmentation of skin lesions and obtained a score of 0.951 in the Jaccard index 

and accuracy. In [14] they introduced two new architectures for deep learning networks, Inception-

Resnet and W-net, to resolve the segmentation and classification problems respectively. W-net consists 

of a ResNet decoder, an ConvNet decoder and a feature hierarchy network. The results show an 

accuracy rate of 98.1% in the Inception-Resnet method. In [15] they presented the Inception-ResNet-v2 

method, which showed good results with an Accuracy rate of 0.9623. In [16], they performed an 

automatic segmentation of skin lesions utilizing a lightweight decoder, MobileNetV3-UNet, which can 

attain great accuracy with low resources and this was evident in the results that showed superiority in 
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the Jaccard index rate of 0.9108. In [17] they implemented an experiment that implied a DeepLab-based 

method with MobileNetV2 being a feature extracted with a display multiplier of 0.35 and optimized 

with soft Dice loss. Obtained a Jaccard coefficient threshold of 72.97% and 78.51%, respectively. In 

[18] they used an automated lesion boundary segmentation technique that integrates two methods, 

ResNet and U-Net, together named ResUnet. The method got 0.772 in the Jaccard index. In [19] they 

improved the implementation of U-Net in different segmentation functions, a new structure named 

DoubleU-Net, which consists of two U-Net structures. The primary U-Net utilized the pre-trained 

VGG-19 being an encoder. The lesion segmentation shows that DoubleU-Net outperforms U-Net. In 

[20] they used CNN network VGG19, Inception V3 and VGG16 which provides the best execution. 

These models provide the better execution of test data with an accuracy of Inception V3 74%, VGG16 

77%, and VGG19 76%. 

 

 

3. Material and Methodology 

In this part, we describe the data sets used, the preprocessing step, the quantitative evaluation metrics, 

the models of the architectures used, and the implementation steps. 

 

3.1 Data set 

The International Skin Imaging Collaboration (ISIC) The Skin Cancer Project is an academic and 

industry partnership that aims to support the application of digital skin imaging to help reduce skin 

cancer deaths. In addition, ISIC has developed and expanded an open source archive for public access 

to skin images to test and verify proposed standards. This archive serves as a public image resource for 

teaching, developing, and testing automated diagnostic systems. ISIC 2017 [21] was utilized. It contains 

of 2000 lesion images in JPEG format with segmentation masks. The dataset images have been divided 

into 1200 for training, 400 for validation and 400 for testing. Shown in Fig. 1 are some samples for the 

ISIC2017 dataset. 

 
 

Figure.1 samples for the ISIC2017 dataset. 
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3.2 Pre-processing 

 

Data augmentation techniques are the use of some resampling schemes to increase the number of 

training samples. Usually, the skin lesion is located in the center of the dermatoscopy images. But due 

to the difference in the condition of the photo and the measurement, the skin lesion in the photos can be 

located in different positions. We used different types of original image transformations, such as center 

crop, random rotation 90, grid distortion, horizontal flip and vertical flip which increased the number of 

images corresponding to the training iteration shown in Fig.2. 

 
 

 

Figure.2 Data augmentation (a) original image (b) center crop (c) random rotation 90 (d) grid distortion (e) horizontal flip (f)  

vertical flip. 

 

 

3.3 Model architecture 

 

3.3.1 Deeplabv3+ 

 

The DeepLabV3+ [22] architecture was presented by Google. It is an improvement over the existing 

DeepLabV3 architecture. It is an encoder-decoder architecture with Atrous Spatial Pyramid Pooling 

(ASPP) and bilinear up-sampling. The network begins with a pre-trained ResNet50 [23] as the encoder, 

which is followed by the ASPP. The ASPP consists of dilated convolution which helps to encode multi-

scale contextual information. Next, it is followed by a bilinear up-sampling by a factor of 4 and then 

concatenated with the low-level information from the encoder. After that, a few 3×3 convolutions are 
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applied and again it is followed by a bilinear up-sampling by a factor of 4. Finally, at last we get the 

output mask. The results show that the DeepLabv3+ model identifies new cutting-edge performance on 

different datasets. 

 

3.3.2 Inception-ResNet-v2-unet 

 

Inception-ResNet-v2-unet is a combination of Inception-Resnet-v2 [24] and U-Net [25] architectures. In 

Inception-ResNet-v2-unet architecture was used the Inception ResNetV2 as the pre-trained encoder for 

UNET. Inception-Resnet-v2 is developed based on a fusion of the Inception structure and the Residual 

connection. In the Inception-Resnet block, multiple sized convolutions are merged by using residual 

connections. With the residual connections, the degradation problem was avoided, and the training time 

was reduced. 

 

3.3.3 Mobilenetv2_unet 

 

Mobilenetv2_unet is a combination of MobileNetV2 [26] and U-Net [25] architectures. In 

Mobilenetv2_unet architecture was used pre-trained MobileNetV2 as the encoder for the U-Net  

architecture. U-Net is a fully convolutional neural network. MobileNetV2 is an architecture that is 

optimized for mobile devices. It develops the modern performance of mobile models in multiple 

functions and criteria as well as through a range of various form sizes. The MobileNetV2 is used for the 

encoder/downsampling path of the U-Net (the left half of the U). The advantage of using MobileNetV2 

as an Encoder is MobileNetV2 has fewer parameters, due to which it is easy to train. Using a pre-

trained encoder helps the model to converge much faster in comparison to the non-pretrained model. A 

pre-trained encoder helps the model to achieve high performance as compared to a non pre-trained 

model. 

 

3.3.4 Resnet50_unet 

 

Resnet50_unet is a combination of Resnet50 [23] and U-Net [25] architectures. In Resnet50_unet 

chitecture was used pre-trained Resnet50 as the encoder for the U-Net architecture. U-Net is a fully 

convolutional neural network. Resnet50 is a variant of ResNet model which has 48 Convolution layers 

along with 1 MaxPool and 1 Average Pool layer. It has 3.8 x 10^9 Floating points operations. The 

Resnet50 is used for the encoder/downsampling path of the U-Net (the left half of the U). 

Resnet50_unet helps in reducing the training time as the encoder weights are not initialized from 

scratch. 

 

3.3.5 Vgg19_unet 

 

VGG19-UNet, is a deep fully convolutional network known as VGG19 [27] is embedded at the encoder 

part of UNET [25] architecture. In VGG19-UNet was used pre-trained VGG19 as the encoder for the U-

Net architecture. VGG19 is a variant of VGG model which in short consists of 19 layers (16 

convolution layers, 3 Fully connected layer, 5 MaxPool layers and 1 SoftMax layer). The VGG19 used 

as a good classification architecture for many other datasets.  
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3.4 Evaluation Metrics 

 

To evaluate segmentation performance, we used the Jaccard index, Precision, Accuracy, F-measure, and 

Recall  where TP is true positives, TN is true negatives, FP is false positives, and FN is false negatives. 

The scales are calculated utilizing equations (1) - (5): 

 

Jaccard index, is essentially a method to quantify the percent overlap between the ground truth mask 

with the mask we created. Quite simply, the Jaccard index measures the number of pixels common 

between the target and prediction masks divided by the total number of pixels present across both 

masks. 

              
  

        
               

Accuracy an alternative metric to evaluate a semantic segmentation is to simply report the percent of 

pixels in the image which were correctly classified. The pixel accuracy is commonly reported for each 

class separately as well as globally across all classes. When considering the per-class pixel accuracy 

we're essentially evaluating a binary mask; a true positive represents a pixel that is correctly predicted to 

belong to the given class (according to the target mask) whereas a true negative represents a pixel that is 

correctly identified as not belonging to the given class. 

 

 

         
     

           
              

 

Precision effectively describes the purity of our positive detections relative to the ground truth.  

 

          
  

     
                                    

 

Recall effectively describes the completeness of our positive predictions relative to the ground truth. 

 

       
  

     
                                          

 

The F-score is a way of combining the precision and recall of the model, and it is defined as the 

harmonic mean of the model’s precision and recall. 

   
   

         
                                     

 

 

 

3.5 Implementation 

 

Network architectures implemented in Python using Keras [28] package with Tensorflow backend on 

Dell Latitude 5480 with Intel(R) Core(TM) i7-7820HQ CPU 2.90 GHz NVIDIA GeForce 930MX GPU 

with Intel(R) HD Graphics 630. The training images in the data set are often of different sizes and 

pixels, but the deep neural network model requires input images of a fixed size. The form of input 

images for common deep learning models are often square matrices. We used Keras Image Data 
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Generator to wrap lesion images to a fixed size. We use fixed-size (256 x 256) training images to train 

the models. We start the training with a batch size of 4, and the proposed architecture is optimized by 

Adam optimizer. The learning rate of the algorithm is set to 1e-4 (0.0001). We trained all the models for 

5 epochs with a lower learning rate so that a more generalized model can be built. 

 

4. Results And Discussion 

 

We have implemented five Architectures of skin lesion segmentation using the ISIC2017 data set, and 

we have done the step of data augmentation, and we got the results shown in Table 1. We notice in 

Table 1 that the deeplabv3plus method shows the best results in F1 with an average of 89.82%, Jaccard 

with an average of 83.7% and Recall with an average of 91.51%, while the mobilenetv2_unet method 

showed good results in Precision with an average of 93.49%. The Resnet50_unet method showed the 

highest rate of Accuracy up to 95.76%. The results showed a significant improvement after using the 

data augmentation step. 

 
Table 1 Results of Skin Lesion Segmentation on ISIC 2017 Before and After Pre-processing 

 
MODEL Accuracy F1 Jaccard Recall Precision 

Before After Before After Before After Before After Before After 

Deeplabv3+ 0.9512 0.9531 0.8341 0.8982 0.7500 0.8370 0.7982 0.9151 0.9273 0.9082 

Inception-

ResNet-v2-unet 
0.9546 0.9548 0.8395 0.8909 0.7641 0.8302 0.8209 0.8920 0.9041 0.9164 

Mobilenetv2_un

et 
0.9465 0.9329 0.8315 0.8639 0.7467 0.7959 0.8158 0.8373 0.9078 0.9349 

Resnet50_unet 0.9576 0.9496 0.8593 0.8568 0.7813 0.7943 0.8539 0.8460 0.9066 0.9043 

Vgg19_unet 0.9449 0.9454 0.8192 0.8775 0.7256 0.8098 0.8990 0.8699 0.8091 0.9224 

U-Net 0.9341 0.9199 0.7966 0.8062 0.7011 0.7253 0.8456 0.8426 0.8357 0.8530 

 

Table 2 shows the time consumed for training the segmentation on the original data set, after Pre-

processing, and the total Params for each model. 

 
Table 2 show the time consumed for training the segmentation and Total Params for each mode 

 
MODEL Time Training Per Epoch Total Params 

Before After 

Deeplabv3+ 0:53:29  4:56:16 17,830,209 

Inception-ResNet-v2-unet 0:33:16 3:35:45 36,793,089 

Mobilenetv2_unet 0:29:07 3:03:28 11,753,809 

Resnet50_unet 0:34:56 3:28:05 20,676,545 

Vgg19_unet 0:43:12 4:46:25 31,172,033 

U-Net 0:50:54 4:52:04 31,055,297 
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5. Conclusion 

 

Melanoma is a dangerous and metastatic cancer that may be fatal if not diagnosed early, and it has a 

high ability to invade other tissues and organs. Initially, careful segmenting of melanoma can help treat 

this life-threatening problem. But, manual segmenting needs good-trained experts. So, automatic skin 

segmentation is considered an enthusiastic study at present. In this paper, we investigate the 

applicability of deep learning approaches to the segmentation of skin lesions by evaluating five 

architectures: Deeplabv3plus, Inception-ResNet-v2-unet, mobilenetv2_unet, Resnet50_unet, 

vgg19_unet. All methods were trained on the ISIC2017 dataset. The methods were trained on the 

original dataset, and then the dataset was pre-processed for use in training the five methods. We used 

different types of original image transformations, such as grid distortion, horizontal flip, and vertical 

flip, which increased the number of images in the training set. Our experiments show that the five 

structures performed well and closely in the results of skin lesion image segmentation. Overall, the 

Deeplabv3+ architecture showed significant results compared to the rest of the architecture in F1 as 

high as 89%, Jaccard as high as 83% and Recall as high as 91%. This is because the Deeplabv3+ 

method designed a simple decoder to merge the low and high-level features, corresponding to structure 

details and semantic information, to extract more information from the input image. Using Atreus and 

depthwise separable convolution to computer faster while maintaining the quite similar precision. 

ResNet50 model used as the backbone here for better performance (both accuracy and speed). The 

number of parameters is not very large. In addition, we observed that the pre-processing steps had a 

good effect on the results. 
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