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Abstract

This manuscript is devoted to implementing spectral numerical solutions to two kinds of fractional space-time advection-
dispersion problems governed by certain constraints conditions. The collocation and tau spectral methods are utilized for
obtaining the proposed spectral solutions. A double Legendre expansion is proposed as an approximate solution. The main
idea of the algorithm is basically depend on converting the equation with its constraints conditions into linear or nonlinear
systems of algebraic equations which can be efficiently solved with the aid of suitable numerical solvers. Some illustrative
examples are displayed aiming to confirm robustness, efficiency and accuracy of the proposed spectral solutions.
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1 Introduction

The importance of the fractional calculus has greatly increased due to the numerous applications in different disciplines.
In fact, a variety of important problems in physics, biology, chemistry, control theory, signal processing, fluid mechanics and
some other branches can be modeled by fractional differential equations (FDEs) or fractional partial differential equations
(FPDEs). As an example, when describing anomalous diffusion, such as contaminants transport in the soil, oil flow in porous
media, groundwater flow and turbulence, there is an evidence that fractional models are efficient to capture some important
features of particles transport, such as particles with velocity variation and long-rest periods. This is due to the nonlocal
property of the fractional operator. The majority of FDEs and FPDEs do not have analytical solutions, this of course gives
the numerical investigations for these kinds of equations a great importance.

There are three kinds of FPDEs. They are space, time and space-time FPDEs. Among the essential FDEs is the frac-
tional advection-diffusion equation. Numerous studies are performed for obtaining numerical solutions to solve it. In this
regard, the authors in [1] studied the stability of finite difference methods for solving space-time fractional advection-diffusion
equation (STFADE), Zhuang et al. [2], suggested a numerical algorithm to solve STFADE with nonlinear source term, Jiang
et al. [3] derived some analytical solutions for the multi-term time-space Caputo-Riesz fractional advection-diffusion equations
on a finite domain. Adomian decomposition method is utilized in [4] to solve an intermediate fractional advection-dispersion
equation. The authors in [5] derived the fundamental solution for the space-time Riesz-Caputo fractional advection-diffusion
equation with an initial condition. In [6], the authors suggested a spectral representation of the fractional Laplacian opera-
tor and used the equivalent relationship between fractional Laplacian operator and Riesz fractional derivative. In addition

∗Correspondence: eiddoha@sci.cu.edu.eg
†waleed@sci.cu.edu.eg
‡anermeen@sci.cu.edu.eg
§youssri@sci.cu.edu.eg

167



they derived analytical solution for the multi-term, time-space, Caputo-Riesz fractional advection-diffusion equation on a
finite domain. The authors in [7] employed a finite difference method to solve space fractional transient advection-diffusion
equation, while the authors in [8] utilized a finite element method to solve the fractional advection-dispersion equation.
Zheng et al. [9] developed another finite element method to solve the space fractional advection-diffusion equation with
non-homogeneous initial-boundary conditions. The homotopy perturbation method is also employed in [10] to treat the
fractional advection-dispersion equation. Some other techniques for handling this equation can be found in [11–24]).

Utilizing the different versions of spectral methods has greatly increased. These methods are used for numerically solving
almost all types of differential equations. In spectral methods, it is assumed that the proposed spectral solution is expressed
as a linear combination of certain basis functions which are often orthogonal. Many articles that consider orthogonal poly-
nomials as basis functions for solving different kinds of differential equations. It is well-known that there are three celebrated
types of spectral methods, namely, Galerkin, tau, and collocation methods. Each type has its own role in approximation.
Galerkin method is extensively used for treating linear boundary and initial value problems (see, for instance [25, 26]). The
tau method is useful when we treat differential equations with complicated constraints (see, for example [27]). Collocation
method is employed in a wide class of differential equations due to its efficiency, and in particular, in treating nonlinear
problems. There are numerous articles employed this method (see, for example [28,29]).

The principal aim of the current paper is to obtain numerical solutions for two kinds of fractional advection dispersion
equations (FADEs). The two spectral methods, namely, tau and collocation methods are employed. The application of the
two proposed methods reduces the solution of the equation with its boundary and initial conditions into a system of algebraic
equations which can be solved by utilizing suitable numerical solvers.

The materials of the paper are as follows. Section 2 is interested in presenting some elementary facts of the fractional
calculus. Further, some properties of shifted Legendre polynomials are presented in this section. Section 3 is interested in
solving the first kind of fractional advection-dispersion equation using two different spectral techniques. The same spectral
methods are used for solving the second kind of fractional advection-dispersion equation in Section 4. Section 5 gives a com-
prehensive study on convergence and error of the proposed expansion. Some numerical experiments are displayed in Section
6 to validate the applicability and efficiency of the proposed numerical methods. Finally, some conclusions are reported in
Section 7.

2 Preliminaries and used formulae

In this section, some fundamentals of fractional calculus theory are displayed. In addition, some basic properties and formulae
concerned with shifted Legendre polynomials are also given.

2.1 Some facts of fractional calculus

Definition 1. Let Iη denote the Riemann-Liouville fractional integral operator of order η on the usual Lebesgue space
L1[0, 1], then Iη is defined as:

Iηf(z) =

 1
Γ(η)

∫ z

0

(z − τ)η−1 f(τ) dτ, η > 0,

f(z), η = 0.
(2.1)

This operator satisfies the following properties:

(i) Iη Iξ = Iη+ξ,

(ii) Iη Iξ = Iη Iξ,

(iii)Iη tθ =
Γ(θ + 1)

Γ(θ + η + 1)
tη+θ,

where η, ξ > 0, and θ > −1.
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Definition 2. Let R
aD

ξ
z and R

z D
ξ
bf denote, respectively, the left and right handed Riemann-Liouville fractional-order of

derivatives, then they are defined as:

(RaD
ξ
zf)(z) =

1

Γ(`− ξ)
d`

dz`

∫ z

a

(z − τ)`−ξ−1 f(τ) dτ, (2.2)

(Rz D
ξ
bf)(z) =

(−1)`

Γ(`− ξ)
d`

dz`

∫ b

z

(τ − z)`−ξ−1 f(τ) dτ. (2.3)

Definition 3. Let CaD
ξ
z and C

z D
ξ
bf denote, respectively, the left and right handed Caputo fractional-order of derivatives, then

they are defined as:

(CaD
ξ
zf)(z) =

1

Γ(`− ξ)

∫ z

a

(z − τ)`−ξ−1 f (`)(τ) dτ, ξ > 0, t > 0, (2.4)

(Cz D
ξ
bf)(z) =

(−1)`

Γ(`− ξ)

∫ b

z

(τ − z)`−ξ−1 f (`)(τ) dτ, ξ > 0, t > 0, (2.5)

where `− 1 6 ξ < `, ` ∈ N.

The following properties are satisfied by the operator Dξ for `− 1 6 α < `,

(DξIξf)(z) = f(t),

(IξDξf)(z) = f(z)−
`−1∑
j=0

f (j)(0+)

j!
(z − a)j , z > 0,

Dξ zj =
Γ(j + 1)

Γ(j + 1− ξ)
zj−ξ, j ∈ N, j ≥ dξe. (2.6)

Definition 4. The Riesz fractional-order derivative is defined as (see, [2, 5, 30])

∂ξ f

∂ |z|ξ
= −c [−∞RDξ

zf(z) +R
z D

ξ
∞f(z)], (2.7)

where c = 1
2 sec ξπ

2 . If f is defined in the interval [a, b], with f(a) = f(b) = 0, then it can be assumed that f(z) = 0 for all
z > a and z < b. Therefore, we have

∂ξ f(z)

∂ |z|ξ
= −c [RaD

ξ
zf(z) +R

z D
ξ
bf(z)]. (2.8)

For additional properties of fractional derivatives and integrals, one can consult [31,32].

2.2 Relevant properties and formulae of shifted Legendre polynomials

The standard Legendre polynomials {Pk(z) : k = 0, 1, . . . }; z ∈ [−1, 1] form a complete orthogonal system for L2(−1, 1).
Furthermore, the set {Pk(x) : k = 0, 1, . . . } is orthogonal on [−1, 1] due to the relation∫ 1

−1

Pm(z)Pn(z) dz =
2 δmn
2n+ 1

,

where δmn is the celebrated Kronecker delta function.

Rodrigues’ formula of Legendre polynomials is

Pn(z) =
1

2n n!

dn

d zn
(z2 − 1)n.

We denote by P `k(z) the shifted Legendre polynomials defined on (0, `) as:

P `k(z) = Pk

(
2z

`
− 1

)
.
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The following two analytic forms of shifted Legendre polynomials are of important use in the sequel (see, [33, 34])

P `k(z) =

k∑
i=0

(−1)k+i (k + i)!

(k − i)! (i!)2 `i
zi, (2.9)

P `k(z) =

k∑
i=0

(k + i)!

(i!)2 (k − i)! `i
(z − `)i. (2.10)

For any function f(z) ∈ L2[0, `], assume that it has the following expansion

f(z) =

∞∑
k=0

ck P
`
k(z), (2.11)

where

ck =
2k + 1

`

∫ `

0

f(z)P `k(z) dz. (2.12)

Consider the following approximation of f(z)

f(z) ≈ fm(z) =

m∑
k=0

ck P
`
k(z). (2.13)

The following two integral formulae are useful in what follows.

Lemma 1. For every nonnegative integer r and any real number k, one has∫ `

0

zk P `r (z) dz =
`k+1 (Γ(k + 1))2

Γ(k − r + 1) Γ(k + r + 2)
. (2.14)

Proof. If we make use of the analytic form (2.9), then we get∫ `

0

zk P `r (z) dz = `k+1
r∑
j=0

(−1)r+j (r + j)!

(j!)2 (r − j)! (j + k + 1)
.

Now, if we set

Sk,r =

r∑
j=0

(−1)r+j (r + j)!

(j!)2 (r − j)! (j + k + 1)
,

then with the aid of Zeilberger’s algorithm [35], it can be shown that Sk,r satisfies the following difference equation of order
one:

(r − k)Sk,r + (r + k + 2)Sk,r+1 = 0, Sk,0 =
1

k + 1
.

The above recurrence relation can be easily solved to give

Sk,r =
`k+1 (Γ(k + 1)2

Γ(k − r + 1) Γ(k + r + 2)
.

This proves formulae (2.14).

The following Beta integral formula is needed in the sequel.

Lemma 2. ∫ `

0

zm (`− z)β dz = `m+β+1 Γ(m+ 1) Γ(β + 1)

Γ(m+ β + 2)
. (2.15)

Proof. Using the substitution z = ` t, we have∫ `

0

zm (`− z)β dz = `m+β+1

∫ 1

0

tm (1− t)β dt = `m+β+1 Γ(m+ 1) Γ(β + 1)

Γ(m+ β + 2)
.
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3 The first kind of the space-time fractional advection-dispersion equations

The main objective of the current section is to derive in detail two spectral algorithms for the numerical solution of the first
kind of the space-time fractional linear advection-dispersion problems.
For our present purposes, we define the following operator

Bi y(z, t) =

(
∂

∂ z
+ i

)
y(z, t).

Now, consider the following space-time Riemann-Liouville fractional advection diffusion equation (see, [36]):

CDα
t y(z, t) − a(z)RDβ

z y(z, t) + b(z)RDγ
z y(z, t) = f(z, t);

1 < α ≤ 2, 1 ≤ β < 2, 0 < γ ≤ 1, (z, t) ∈ Ω := (0, `)× (0, τ),
(3.1)

subject to the boundary conditions:

Bs y(0, t) = µ1(t), Bk y(`, t) = µ2(t); 0 < t < τ, (3.2)

and the initial conditions:
y(z, 0) = f0(z) and yt(z, 0) = h0(z); 0 < z < `, (3.3)

where y(z, t) represents the concentration, a(z) > 0, b(z) > 0, µ1(t), µ2(t), f0(z), h0(z) are given continuous functions, s, k
are given constants and f(z, t) is the source term.

3.1 Double expansion selection

Consider the two families of shifted Legendre polynomials

φi(z) = P `i (z), i = 0, 1, 2, . . . , (3.4)

and
ψj(t) = P τj (t), j = 0, 1, 2, . . . . (3.5)

We observe that {φi(z)}i≥0 is an orthogonal linearly independent set on [0, `] with respect to w(z) = 1. In fact∫ `

0

φi(z) φj(z) dz = hi,j =

{
`

2i+1 , i = j,

0, i 6= j.

Consider a function y(z, t) which can be expanded as

y(z, t) =

∞∑
i=0

∞∑
j=0

cij φi(z)ψj(t), (3.6)

where

cij =
(2i+ 1)(2j + 1)

` τ

∫ τ

0

∫ `

0

y(z, t)φi(z)ψj(t) dt. (3.7)

The following two theorems are useful in what follows.

Theorem 1. In Riemann-Liouville sense, the following fractional derivative relation holds for α ∈ (1, 2)

RDα φi(z) =

i∑
k=0

(−1)i+k (k + i)! Γ(α− k) sin(π(α− k))

π (i− k)! k! `k
zk−α. (3.8)
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Proof. Due to the power form representation of P `i (z) in (2.9), one can write

φj(z) =

j∑
r=0

(−1)j−r (j + r)!

(r!)2 (j − r)! `r
zr. (3.9)

If the operator RDα is applied to both sides of (3.9), then formula (2.6) yields

RDα φj(z) =

j∑
r=0

(−1)j−r (j + r)!

(j − r)! r! Γ(r + 1− α) `r
zr−α. (3.10)

Now, if we use the identity

Γ(ξ)Γ(1− ξ) =
π

sin(ξ π)
,

and often performing some computations, then formula (3.8) is obtained.
Similarly, we can prove the following theorem.

Theorem 2. In Caputo sense, the following fractional derivative relation holds for α ∈ (1, 2)

CDα ψj(t) =

j∑
s=dβe

(−1)j+s Γ(α− s) sin(π(α− s))
π (j − s)! s! τs

ts−α. (3.11)

3.2 The collocation approach for treating Eq. (3.1)

We consider an approximate numerical solution of Eq. (3.1) written as

yN (z, t) =

N∑
i=0

N∑
j=0

cij φi(z)ψj(t), (3.12)

and consider the following approximations for a(z) and b(z) in the forms

a(z) ≈
N∑
p=0

ap P
`
p(z),

b(z) ≈
N∑
q=0

bq P
`
q (z).

Now, the residual R(z, t) of (3.1) is

R(z, t) =

N∑
i=0

N∑
j=0

cij P
`
i (z)CDα

t ψj(t)− a(z)

N∑
i=0

N∑
j=0

cij P
τ
j (t)RDβ

z P
`
i (z)

+ b(z)

N∑
i=0

N∑
j=0

cij P
τ
j (t)RDγ

z P
`
i (z) − f(z, t).

(3.13)

With the aid of the two analytic forms of φi(z) and ψj(t), and the two formulae (3.8) and (3.11), the residual R(z, t) of
(3.13) can be turned into

R(z, t) =

N∑
i=0

N∑
j=0

j∑
s=dαe

cij P
`
i (z)

(−1)j−s (j + s)! (α− s− 1)! sin(π (α− s))
π (j − s)! s! τs

ts−α

−
N∑
p=0

N∑
i=0

N∑
j=0

i∑
k=0

ap ci j P
τ
j (t)P `p(z)

(−1)i+k (i+ k)! (β − k − 1)! sin(π(β − k))

π (i− k)! k! `k
zk−β

+

N∑
q=0

N∑
i=0

N∑
j=0

i∑
k=0

bq ci j P
τ
j (t)P `q (z)

(−1)i+k (i+ k)! (γ − k − 1)! sin(π(γ − k))

π (i− k)! k! `k
zk−γ − f(z, t),

(3.14)
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To apply the typical collocation method on Eq. (3.1), we enforce the residual given in (3.14) to vanish at some suitable

nodes. The set of nodes is taken as:
{(

i `
N+1 ,

j τ
N+1

)
: 1 ≤ i, j ≤ N

}
. In such case, we have

R(zi, tj) = 0, 1 ≤ i, j ≤ N, (3.15)

moreover, the boundary and initial conditions (3.1) and (3.3) yield

Bsy(0, tj) = µ1(tj), 1 ≤ j ≤ bN
2
c, (3.16)

Bky(`, tj) = µ2(tj), 1 ≤ j ≤ bN
2
c, (3.17)

y(zi, 0) = f0(zi), 1 ≤ i ≤ bN
2
c+ 1, (3.18)

yt(zi, 0) = h0(zi), 1 ≤ i ≤ bN
2
c+ %, (3.19)

where

% =

{
2, N is odd;
0, N is even.

Therefore, an algebraic system of equations whose dimension is (N + 1)2 in the vector of unknowns C = {cij : 0 ≤ i, j ≤ N}
is generated. It can be solved by a suitable solver. Hence, the desired approximate solution can be obtained.

3.3 The tau approach for handling Eq. (3.1)

This section is interested in introducing a tau algorithm for handling spectral approximate solution to Eq. (3.1). The
application of tau method leads to ∫ τ

0

∫ `

0

R(z, t) ρij(z, t) dz dt = 0, 1 ≤ i, j ≤ N + 1, (3.20)

where ρij(z, t) is given by
ρij(z, t) = P `i (z)P τj (t),

and R(z, t) is as given in (3.14).
Now, Eq. (3.20) can be written alternatively in the form

N∑
i=0

N∑
j=0

j∑
s=dαe

i∑
k=0

cij
(−1)i+k+j−s (j + s)! (i+ k)! (α− s− 1)! sin(π(α− s))

π (j − s)! (i− k)! s! (k!)2 `k τs

∫ `

0

zk P `m(z) dz

∫ τ

0

ts−α P τn (t) dt

−
N∑
i=0

N∑
j=0

i∑
k=0

j∑
s=0

p∑
r=0

ap ci j
(−1)i+k+j−s+r+p (β − k − 1)! (j + s)! (i+ k)! (r + p)! sin(π(β − k))

π (i− k)! (j − s)! (p− r)! (s!)2 (r!)2 k! `r+k τs

×
∫ `

0

zr+k−β P `m(z) dz

∫ τ

0

ts P τn (t) dt

−
N∑
i=0

N∑
j=0

i∑
k=0

j∑
s=0

q∑
l=0

bq ci j
(−1)i+k+j−s+l+q (γ − k − 1)! (j + s)! (i+ k)! (l + q)! sin(π(γ − k))

π (i− k)! (j − s)! (q − l)! k! (s!)2 (l!)2 `l+k τs

×
∫ `

0

zl+k−γ P `m(z) dz

∫ τ

0

ts P τn (t) dt− fmn = 0.

(3.21)
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Making use of Lemma 1, then Eq. (3.21) can be also written alternatively as:

N∑
i=0

N∑
j=0

j∑
s=dαe

i∑
k=0

cij
(−1)i+k+j−s (j + s)! (i+ k)! (k!)2 ((s− α)!)2 (α− s− 1)! sin(π(α− s)) ` τ−α+1

π (j − s)! (i− k)! (k −m)! (k +N + 1)! (s− α− n)! (s− α+ n+ 1)! s! (k!)2

−
N∑
i=0

N∑
j=0

i∑
k=0

j∑
s=0

p∑
r=0

ap ci j
(−1)i+k+j−s+r+p (β − k − 1)! (j + s)! (i+ k)! (r + p)! ((r + k − β)!)2 sin(π(β − k)) `−β+1 τ

π (i− k)! (j − s)! (p− r)! (r!)2 (r + k − β −m)! (r + k − β +N + 1)! (s− n)! (s+ n+ 1)! k!

−
N∑
i=0

N∑
j=0

i∑
k=0

j∑
s=0

q∑
l=0

bq ci j
(−1)i+k+j−s+l+q (γ − k − 1)! (j + s)! (i+ k)! (l + q)! ((l + k − γ)!)2 sin(π(γ − k)) `−γ+1 τ

π (i− k)! (j − s)! (q − l)! k! (l + k − γ −m)! (l + k − γ +N + 1)! (s− n)! (s+ n+ 1)! (l!)2

− fmn = 0, 1 ≤ m,n ≤ N,
(3.22)

Also, the boundary and initial conditions (3.2),(3.3) yield

Bsy(0, tj) = µ1(tj), 1 ≤ j ≤ bN
2
c, (3.23)

Bky(`, tj) = µ2(tj), 1 ≤ j ≤ bN
2
c, (3.24)

y(zi, 0) = f0(zi), 1 ≤ i ≤ bN
2
c+ 1, (3.25)

yt(zi, 0) = h0(zi), 1 ≤ i ≤ bN
2
c+ %, (3.26)

where % =

{
2, N is odd;
0, N is even.

Eqs. (3.22)-(3.26) generate an algebraic system of equations of dimension (N + 1)2 in the unknowns cij which can be
efficiently solved.

4 The second kind of space-time fractional advection-dispersion equations

This section focuses on solving the second kind of space-time fractional linear advection-dispersion problems. The two spec-
tral methods used in Section 3 are also used in this section for obtaining the proposed numerical solutions.

Consider the space-time Riemann-Liouville fractional advection-dispersion problem with the Riesz space fractional deriva-
tives(see, [6]):

(RDα
t y)(z, t) − κβ (RDβ

|z|y)(z, t) − κγ (RDγ
|z|y)(z, t) = f(z, t);

0 < α ≤ 1, 0 < β < 1, 1 < γ < 2, (z, t) ∈ Ω := (0, `)× (0, τ),
(4.1)

governed by the following boundary-initial conditions:

Bs y(0, t) = µ1(t), Bk y(`, t) = µ2(t); 0 < t < τ, (4.2)

and
y(z, 0) = f0(z); 0 < z < `, (4.3)

where y(z, t) is the concentration, κβ and κγ are, respectively, the dispersion coefficient and the average fluid velocity, and
f(z, t) is the source term.
First, the following theorem is useful in what follows.
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Theorem 3. The following Riesz fractional derivative relation holds for β ∈ (0, 2)− {1}

∂β φi(z)

∂ |z|β
=

i∑
k=0

(−1)k+1 (i+ k)! Γ(β − k) sec(π β2 ) sin(π(β − k))

2π (i− k)! k! `k

(
(−1)i zk−β + (`− z)k−β

)
. (4.4)

Proof. If we make use of the power form representations of P `i (z) namely, (2.9),(2.10), then after performing some compu-
tations similar to those given in the proof of Theorem 1, relation (4.4) can be obtained.

4.1 A collocation approach for handling Eq. (4.1)

Now, assume an approximate solution of Eq. (4.1) written as in (3.12). The residual of (4.1) is

R(z, t) =

N∑
i=0

N∑
j=0

cij P
`
i (z)CDα

t ψj(t)− κβ
N∑
i=0

N∑
j=0

cij P
τ
j (t)RDβ

|z| φi(z)

− κγ
N∑
i=0

N∑
j=0

cij P
τ
j (t)RDβ

|z| φi(z)− f(z, t).

(4.5)

If we make use of formula (4.5) together with the two analytic formulae of φi(z) and ψj(t), and formulae (3.11) and (4.4),
then the residual R(z, t) can be written as

R(z, t) =

N∑
i=0

N∑
j=0

j∑
s=dαe

i∑
k=0

ci j
(−1)j+s+k+1 (k + i)! Γ(α− s) sin(π(α− s))

π (i− k)! (k!)2 (j − s)! s! `k τs
ts−α zk

− κβ
N∑
i=0

N∑
j=0

i∑
k=0

j∑
s=0

ci j
(−1)s+j+k+1 (s+ j)! (i+ k)! Γ(β − k) sec(π β2 ) sin(π(β − k))

2π (j − s)! (s!)2 (i− k)! k! `k τs

(
(−1)i zk−β + (`− z)k−β

)
ts

− κγ
N∑
i=0

N∑
j=0

i∑
k=0

j∑
s=0

ci j
(−1)s+j+k+1 (s+ j) (i+ k)! Γ(γ − k) sec(π γ2 ) sin(π(γ − k))

2π (j − s)! (s!)2 (i− k)! k! `kτs

(
(−1)i zk−γ + (`− z)k−γ

)
ts

− f(z, t).

(4.6)

Now, if we choose the set of nodes
{(

i `
N+1 ,

j τ
N+1

)
: 1 ≤ i, j ≤ N

}
, and apply collocation method on Eq. (4.6), then we get

R(zi, tj) = 0, 1 ≤ i, j ≤ N. (4.7)

Moreover, the conditions (4.2) and (4.3) yield the equations

Bsy(0, tj) = µ1(tj), 1 ≤ j ≤ bN
2
c, (4.8)

Bky(`, tj) = µ2(tj), 1 ≤ j ≤ bN
2
c+ 1, (4.9)

y(zi, 0) = f0(zi), 1 ≤ i ≤ N + ρ, (4.10)

where ρ =

{
0, N even;
1, N odd.

Eqs. (4.7)-(4.10) generate an algebraic system of equations of dimension (N + 1)2 in the vector of unknowns C = {cij : 0 ≤
i, j ≤ N}. Hence, the approximate spectral solution can be obtained.
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4.2 The tau approach for handling Eq. (4.1)

If we apply the tau method to Eq. (4.1), and if we select the test functions as:

ρij(z, t) = P `i (z)P τj (t),

then we get ∫ τ

0

∫ `

0

R(z, t) ρij(z, t) dz dt = 0, 1 ≤ i, j ≤ N + 1, (4.11)

where R(z, t) is given as in (4.6). Now, Eq. (4.11) may be written in the following alternative form

N∑
i=0

N∑
j=0

j∑
s=dαe

i∑
k=0

ci j
(−1)j+s+k+1 (k + i)! Γ(α− s) sin(π(α− s))

π (i− k)! (k!)2 (j − s)! s! `k τs

∫ `

0

zk P `m(z) dz

∫ τ

0

ts−α P τn (t) dt

− κβ
N∑
i=0

N∑
j=0

i∑
k=0

j∑
s=0

ci j
(−1)s+j+k+1 (s+ j)! (i+ k)! Γ(β − k) sec(π β2 ) sin(π(β − k))

2π (j − s)! (s!)2 (i− k)! k! `k τs∫ `

0

(
(−1)i zk−β + (`− z)k−β

)
P `m(z) dz ×

∫ τ

0

ts P τn (t) dt

− κγ
N∑
i=0

N∑
j=0

i∑
k=0

j∑
s=0

ci j
(−1)s+j+k+1 (s+ j) (i+ k)! Γ(γ − k) sec(π γ2 ) sin(π(γ − k))

2π (j − s)! (s!)2 (i− k)! k! `kτs∫ `

0

(
(−1)i zk−γ + (`− z)k−γ

)
P `m(z) dz ×

∫ τ

0

ts P τn (t) dt

− f(z, t).

(4.12)

using Lemma 1, Eq. (4.12) can be written as

N∑
i=0

N∑
j=0

j∑
s=dαe

i∑
k=0

ci j
(−1)j+s+k+1 (k + i)! (k!)2 ((s− α)!)2 Γ(α− s) sin(π(α− s)) `k+1 τα−s

π (k −m)! (k +N + 1)! (s− α− n)! (s− α+ n+ 1)! (i− k)! (k!)2 (j − s)! s! `k τs

− κβ
N∑
i=0

N∑
j=0

i∑
k=0

j∑
s=0

ci j
(−1)s+j+k+1 (s+ j)! (i+ k)! (s!)2 Γ(β − k) sec(π β2 ) sin(π(β − k)) τs+1

2π (j − s)! (s!)2 (s− n)! (s+ n+ 1)! (i− k)! k! `k τs

×
(

(−1)i
`k−β+1 ((k − β)!)2

(k − β −m)! (k − β +N + 1)!
+

N∑
k=0

(−1)k+m (m+ k)! Γ(k + 1) Γ(k − β − 1)

(m− k)! (k!)2 `k Γ(2k − β)

)

− κγ
N∑
i=0

N∑
j=0

i∑
k=0

j∑
s=0

ci j
(−1)s+j+k+1 (s+ j) (s!)2 (i+ k)! Γ(γ − k) sec(π γ2 ) sin(π(γ − k)) τs+1

2π (s− n)! (s+ n+ 1)! (j − s)! (s!)2 (i− k)! k! `kτs

×
(

(−1)i
`k−γ+1 ((k − γ)!)2

(k − γ −m)! (k − γ +N + 1)!
+

N∑
k=0

(−1)k+m (m+ k)! Γ(k + 1) Γ(k − γ − 1)

(m− k)! (k!)2 `k Γ(2k − γ)

)
− fmn = 0, 1 ≤ m,n ≤ N,

(4.13)

where

fm,n =

∫ τ

0

∫ `

0

f(z, t) ρmn(z, t) dz dt.

Bsy(0, tj) = µ1(tj), 1 ≤ j ≤ bN
2
c, (4.14)

Bky(`, tj) = µ2(tj), 1 ≤ j ≤ bN
2
c+ 1, (4.15)

176



y(zi, 0) = f0(zi), 1 ≤ i ≤ bNc+ ρ, (4.16)

where ρ =

{
0, N even;
1, N odd.

Eqs. (4.13)-(4.16) generate an algebraic system of equations of dimension (N + 1)2 in the vector of unknowns C = {cij :
0 ≤ i, j ≤ N}. Hence, the solution can be obtained.

5 Convergence and error analysis of the proposed expansion

This section is dedicated to investigating the convergence and error analysis of the suggested double Legendre expansion. In
this regard, the following two theorems are stated and proved.

Theorem 4. A function v(z, t) = f(z) g(t) ∈ L2
w(z,t)(Ω), w(z, t) = 1 provided with |f (3)(z)| ≤ M1, |g(3)(z)| ≤ M2 can be

expanded as an infinite sum of the basis {φi(z)ψj(t)}0≤i,j≤M , and the series converges uniformly to v(z, t). In addition, the
expansion coefficients in (3.6) satisfy the following inequality:

|cij | <
M1M2 `

2 τ2

64 i2 j2
∀ i, j > 1. (5.1)

Proof. From relation (3.7), it follows that

cij =
(2i+ 1)(2j + 1)

` τ

∫ τ

0

∫ `

0

v(z, t)φi(z)ψj(t) dz dt, (5.2)

and with the aid of Eqs. (3.4) and (3.5), cij can be written alternatively as

cij =
(2i+ 1)(2j + 1)

` τ

∫ `

0

f(z)P`,i(z) dz

∫ τ

0

g(t)ψj(t) dt. (5.3)

If the right hand side of Eq. (5.3) is integrated by parts three times, then we get

cij = `2 τ2 (2i+ 1) (2j + 1)

∫ `

0

f (3)(z) I3,`(z) dz

∫ τ

0

g(3)(t) I3,τ (t) dt, (5.4)

where

I3,b(z) =
1

8

[ −Pi−3,b(z)

(2i− 3)(2i− 1)(2i+ 1)
+

3Pi−1,b(z)

(2i− 3)(2i+ 1)(2i+ 3)

− 3Pi+1,b(z)

(2i− 1)(2i+ 1)(2i+ 5)
+

Pi+3,b(z)

(2i+ 1)(2i+ 3)(2i+ 5)

]
.

Now with the aid of the hypothesis |f (3)(z)| ≤M1, |g(3)(t)| ≤M2 along with the inequality |Pi,b(z)| ≤ 1, we have

|cij | =

∣∣∣∣∣`2 τ2 (2i+ 1) (2j + 1)

∫ `

0

f (3)(z) I3,`(z) dz

∫ τ

0

g′′′(t) I3,τ (t) dt

∣∣∣∣∣
≤ `2 τ2 (2i+ 1) (2j + 1)

∫ `

0

|f (3)(z) I3,`(z)| dz
∫ τ

0

|g(3)(t) I3,τ (t)| dt

<
M1M2 `

2 τ2

64(2i− 3)(2i+ 5)(2j − 3)(2j + 5)

<
M1M2 `

2 τ2

64 i2 j2
,

which completes the proof of the theorem.
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Theorem 5. If y(z, t) satisfies the hypothesis of Theorem 4, and if we consider the expansion (3.6), then the truncation
error is of O

(
N−2

)
. Explicitly the following error estimate is obtained

|y(z, t)− yN (z, t)| < M1M2 `
2 τ2

64N2
. (5.5)

Proof. First, we have

|y(z, t)− yN (z, t)| =

∣∣∣∣∣∣
∞∑

i=N+1

∞∑
j=N+1

cij P
`
i (z)P τj (t)

∣∣∣∣∣∣ .
With the aid of the identity:

|P `k(z)| ≤ 1,

we get

|y(z, t)− yN (z, t)| <
∞∑

i=N+1

∞∑
j=N+1

|cij |.

In virtue of Theorem 4, and if we apply Lemma 2 in [37], then we get

|y(z, t)− yN (z, t)| <
M1M2 `

2 τ2

26

(∫ ∞
N+1

1

z2
dz

)2

=
M1M2 `

2 τ2

26N2
,

which completes the proof of the theorem.

Theorem 6. If the hypothesis of Theorem 4 are satisfied, then we get

‖yN+1(z, t)− yN (z, t)‖ω = O(N−
3
2 ).

This means that there exists a generic constant ε such that

‖yN+1(z, t)− yN (z, t)‖ω ≤
ε

N
3
2

.

Proof. Based on Theorem 4, following Abd-Elhameed et al. [37], and using ‖L`i‖ω =
√

`
2i+1 , ‖L

τ
j ‖ω =

√
τ

2j+1 , the desired

result can be obtained.

6 Numerical results and comparisons

In this section, some numerical tests supported with some comparisons are given. The two suggested methods in this
paper are applied. All the numerical results are obtained via the software ”Mathematica 11”. By EC and ET we denote,
respectively, the maximum pointwise errors resulted from the application of the two methods, namely Shifted Legendre
Collocation Method (SLCM) and Shifted Legendre Tau Method (SLTM).

Example 1. Consider the following fractional problem (see, [38]):

(CDν
t y)(z, t) = (RD1+µ

z y)(z, t) − y(z, t) yz(z, t) + f(z, t), ν ∈ (1, 2], µ ∈ (0, 1], (z, t) ∈ (0, 1)× (0, 1), (6.1)

governed by the conditions
yz(0, t) + y(0, t) = 0, yz(1, t) + y(1, t) = 0, t ∈ [0, 1],

and
y(z, 0) = z2(1− z)2, yt(z, 0) = −4z2(1− z)2, z ∈ [0, 1],
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where f(z, t) is selected to be compatible with the exact solution of Eq. (6.1) which is y(z, t) = (1 − 2t)2z2(1 − z)2. In [38],

Bhrawy considers an approximate solution of (6.1) as yN,M (z, t) =

N∑
i=0

M∑
j

ci,j P
(α.β)
L,i (z)P

(α.β)
τ,j (t). He obtained an error of

order 10−17, for N = M = 24. We apply SLCM for ν = 1.1, µ = 0.8 and M = 4. Thanks to the ‘RootApproximant’ package
in Mathematica, we get

c0,0 =
1

90
, c0,1 = 0, c0,2 =

1

45
, c0,3 = 0, c0,4 = 0,

c1,0 = 0, c1,1 = 0, c1,2 = 0, c1,3 = 0, c1,4 = 0,

c2,0 = − 1

63
, c2,1 = 0, c2,2 = − 1

63
, c2,3 = 0, c2,4 = 0,

c3,0 = 0, c3,1 = 0, c3,2 = 0, c3,3 = 0, c3,4 = 0,

c4,0 =
1

210
, c4,1 = 0, c4,2 =

1

105
, c4,3 = 0, c4,4 = 0,

and consequently,

yN (z, t) = z2 − 4tz2 + 4t2z2 − 2z3 + 8tz3 − 8t2z3 + z4 − 4tz4 + 4t2z4 = (1− 2t)2z2(1− z)2,

which is the exact solution.

Example 2. Consider the following fractional problem with variable coefficient (see, [36]):

CDα
t y(z, t) = a(z)RDβ

z y(z, t) − b(z)RDγ
z y(z, t) + f(z, t) 0 < α ≤ 1, 1 < β ≤ 2, 0 < γ ≤ 1, , (z, t) ∈ (0, 1)× (0, 1),

(6.2)
subject to the boundary conditions

yz(0, t) + y(0, t) = 0, yz(1, t) + y(1, t) = −t, t ∈ [0, 1],

and the initial condition
y(z, 0) = 0, z ∈ [0, 1],

where a(z) = Γ( 5
2 ) z1.5, b(z) = Γ( 7

2 ) z0.5and f(z, t) is selected to be compatible with the exact solution of Eq. (6.2) which
is y(z, t) = z2(1 − z) t. Zhang et al. [36] obtained error of order 10−2. We apply SLTM for the case corresponding to:
α = 0.8, β = 1.5, γ = 0.5 and M = 3, thanks to the ‘RootApproximant’ package in Mathematica, we get

c0,0 =
1

24
, c0,1 =

1

24
, c0,2 = 0, c0,3 = 0,

c1,0 =
1

40
, c1,1 =

1

40
, c1,2 = 0, c1,3 = 0,

c2,0 = − 1

24
, c2,1 = − 1

24
, c2,2 = 0, c2,3 = 0,

c3,0 = − 1

40
, c3,1 = − 1

40
, c3,2 = 0, c3,3 = 0,

and consequently,
yN (z, t) = tz2 − tz3,

which is the exact solution.

Example 3. Consider the following fractional problem (see, [5]):

RDα
t y(z, t) = B1

RDβ1

|z|y(z, t) +B2
RDβ2

|z|y(z, t) +f(z, t) α ∈ (0, 1], β1 ∈ (0, 1], β2 ∈ (1, 2], (z, t) ∈ (0, 1)×(0, τ), (6.3)

subject to the boundary conditions

yz(0, t) + y(0, t) = 0, yz(1, t) + y(1, t) = 0, t ∈ [0, τ ],
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and the initial condition
y(z, 0) = 0, z ∈ [0, 1],

where f(z, t) is selected to be compatible with the exact solution of Eq. (6.3) which is y(z, t) = (tα+β1 + tβ2)z2(1 − z)2. We
apply SLTM and SLCM for the case corresponding to B1 = B2 = 1

2 , τ = 1.5, (β1, β2, α) = (0.3, 1.5, 0.7) for different values
of N . We mention here that the best error obtained by Shen et al. [5] is of order 10−4. In Table 1, we list the maximum
pointwise error.

Table 1: Maximum pointwise error of Example 3.

N EC ET N EC ET

7 2.27×10−2 6.13×10−3 9 5.17×10−3 4.59×10−4

11 5.83×10−5 7.34×10−5 13 6.91×10−6 2.61×10−6

15 5.68×10−7 3.28×10−7 17 2.24×10−8 9.27×10−8

Example 4. Consider the following fractional problem:

RDα
t y(z, t) = B1

RDβ1

|z|y(z, t) +B2
RDβ2

|z|y(z, t)+f(z, t) α ∈ (0, 1], β1 ∈ (0, 1], β2 ∈ (1, 2], (z, t) ∈ (0, 1)×(0, τ), (6.4)

governed by the conditions
yz(0, t) + y(0, t) = 0, yz(1, t) + y(1, t) = 3et, t ∈ [0, τ ],

and
y(z, 0) = z2, z ∈ [0, 1],

where

f(z, t) =
et
(
3
√
πz2erf

(√
t
)
− 2
√

2
(
−2z3/2 + 2z

√
1− z + 3

√
z + 4

√
1− z

))
3
√
π

,

and erf (z) = 2√
π

∫∞
0
e−z

2

dz is the error function. The exact solution of Eq. (6.4) is y(z, t) = z2 et. We apply SLTM and

SLCM for the case corresponding to B1 = B2 = 1, τ = 1, (β1, β2, α) = (0.5, 1.5, 0.5) for different values of N . Table 2, lists
the resulting maximum pointwise error.

Table 2: Maximum pointwise error of Example 4.

N EC ET N EC ET

4 5.33×10−5 3.67×10−5 6 2.37×10−7 4.82×10−7

8 5.51×10−9 9.27×10−9 10 8.30×10−11 5.92×10−11

12 3.82×10−13 4.76×10−13 14 2.22×10−15 2.22×10−15

Example 5. In this case study, we consider the one-dimensional space-time fractional advection-dispersion equation [39]:

∂α C

∂ tα
= D1(z, t)

∂β C

∂ zβ
− V1(z, t)

∂γ C

∂ zγ
+ V2(z, t)C +G(z, t), (z, t) ∈ Ω = (0, 1)× (0, 1), 0 < α, γ < 1, 1 < β < 2, (6.5)

governed by the conditions
C(z, 0) = 0, z ∈ (0, 1),

C(1, t) =
t2−α

(
3α+ 2t

Γ(2−γ) − 2t− 9
)

Γ(4− α)
+

t3−2α

Γ(4− 2α)
+
t2
(

(γ−2)(γ−1)tΓ(1−α)
Γ(−β−γ+3) + tΓ(3−γ)

Γ(3−2γ) − 2t− 9
)

6 Γ(2− γ)
+

1

6
(t+3)(t+6)t, t ∈ (0, 1),

and
C(0, t) = 0, t ∈ (0, 1).
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The exact nonsmooth solution of Eq.(6.5), see [39] is given by

C(z, t) =
1

6
(t+ 3)(t+ 6)tz +

zt2−α
(

3α+ 2tz1−γ

Γ(2−γ) − 2t− 9
)

Γ(4− α)
+

zt3−2α

Γ(4− 2α)

+
1

6
t2z2−2γ

zγ
(

(γ−2)(γ−1)tΓ(1−α)z1−β

Γ(−β−γ+3) − 2t− 9
)

Γ(2− γ)
− (γ − 2)tz

Γ(3− 2γ)

 .

(6.6)

In this problem, D1(z, t) = 1 represent the dispersion along positive z direction, V1(z, t) = z, V2(z, t) = 1 represent the
velocity profiles for groundwater, C(z, t) is the contaminant concentration and G(z, t) is additional source or sink term
chosen such that the exact solution of (6.5) is given by (6.6). We apply SLTM and SLCM for the case corresponding to
(α, β, γ) = (0.5, 1.5, 0.5) for different values of N . Table 3, lists the resulting maximum pointwise error.

Table 3: Maximum pointwise error of Example 5.

N EC ET N EC ET

4 2.51×10−1 4.25×10−1 6 5.62×10−2 4.67×10−2

8 2.86×10−4 2.83×10−4 10 3.69×10−5 9.31×10−5

12 8.27×10−6 2.84×10−6 14 4.57×10−7 1.73×10−7

7 Concluding remarks

In this research article, two robust spectral algorithms have been implemented for handling two different types of space-time
fractional advection-dispersion problems. The proposed spectral numerical solutions have been presented in terms of a double
Legendre expansion. The tau and collocation methods have been employed to obtain the proposed numerical solutions. The
obtained numerical results have indicated that the proposed two methods are accurate and efficient.
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